AYNAMIKH OIITIKOIIOIHZH 3D ANTIKEIMENQN MEZQ EITAYZHMENHZ
[NPATMATIKOTHTAZX

T0V

YOYPAKHX MYPQN

I[ITYXIAKH EPTAXIA

vroPAnOeica oe LePIKT] EKTANPOGT TOV OTALTICEWMVY Y10 TO TTLYIO0

MHXANIKQN ITAHPO®OPIKHX

fERRA
%“‘G\ =
Cf Nk \’fﬁ-
NG
|" {, _-.,,_\l{ -'RT "-Ilﬁ"-l'll
'j' = '.LEI
|1"_|£J:'.II = —) =]

I-{|I

\ = /

\ \a\“\_”,/
o " w—

TMHMA HAEKTPOAOI'QN MHXANIKOQN KAT MHXANIKQN YIIOAOI'TETOQN

L-'
'\.

2XOAH MHXANIKQN

EAAHNIKO MEXOT'ETAKO ITANEIIZTHMIO

2023
Eykexpipévn amo:

Ap. B1odxnc Nucoraog



DYNAMIC VISUALIZATION OF 3D OBJECTS THROUGH AUGMENTED REALITY

by

SFYRAKIS MYRON

A THESIS

submitted in partial fulfillment of the requirements for the degree

BACHELOR OF INFORMATICS ENGINEERING

J Sy
7 2¢ - \0\
| %I'.I ?'“l | — / 3 I|I
Voo = |z / f.-"'l

|\

DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING
SCHOOL OF ENGINEERING

HELLENIC MEDITERRANEAN UNIVERSITY

2023

Approved by:

Dr. Vidakis Nikolaos



Iepiinyn

H enavénuévn mpaypatikétnta (AR) eivar pua teyvoloyior mov emkoAOTTEL YNOLOKEG
TANPOPOPIEC KOl OTOLYEIDL OTOV (QUGIKO KOGUO, EVIGYVOVIOS TNV EUMEPICL TOL YPNOTN CTOV
npoyuatikd koopo. ‘Exet dudpopeg epapupoyéc, ocvumeptropfovopéveov tov  Blopnyovidv
YOYoymylog, eKToidEVONG, TUYEPDOV TALXVIOIDV, AVIKNG Kot Stapnuions. Av Kot umopel va
Bpioketor akOUn ©TO0 OPYIKO TNG OTAO0, GIyoLPO KAIUOKAOVETOL GE ONUOTIKOTNTO KOl Ol
TPOYPUUUATIOTEG TO YPNCUYLOTOLOVV aKOUN 0 cLYVA Kdbe pépa kot e OA0 Tov kKOGpo. Eva and
TO 0TVYN, OAAG Aoywed mpdypata yio o AR, givar n élhenym epyodeiov, mov Ponbodv Touvg
TPOYPAUUATIOTEG Kol Oyl LOVO, Vo £0IKELMOOVV TEPIGGOTEPO LE TNV TEXVOAOYIO KO TEMKA VO
EeKvioovY €DKOAM KOl YPTYOPO TNV OVATTUEN EQUPLOYDV OV £YOVV VO KAVOLV LE gumelpieg
emoENUEVNG TPOYLATIKOTNTOG.

[Ma 6Aovg Toug TpoavapepBivieg Adyoug, yperaotnke va vAomonBel éva epyareio e to
6vopa 3D Visualization in AR. Bon0d kd0e yprom mov € et va dnpovpynoet o gumeipio AR
mov B0 OTMTIKOTOMOEL, e HOVAOIKO TPOTO, KABE TPOsApLOGHEVO avTikeipevo ov emBopel. H
K0Pl GLUTEPLPOPE TOV TPOGAUPUOCUEVAOV OVTIKEWEVOV OV LTOSTNPILEL ALTV TN CTIYUN TO
gpyaieio, givol 1 cvumepLPopd TPOYLIS, AL pmopel e0KoAa va, emektabel Yoo vo vTooTnpiget
TEPLGGOTEPOVG  TOUMOVG  ovumeprpop®y. To ocvvoro egpyoieiwv amoteheitor oamd  dvO
dwpopetikotg custom editors oto mepiPdAiov Unity, dmov o mpdTog givor vrevhuvog yia v
EMAOYN TNG CLUTEPLPOPAG oL Ba ypnopomomBei. O devtepog custom editor, 0 omoiog eivar o
KOPLOG, amoutel amd TOV YPNOTN VO GUUTANPOGEL OPIGUEVES 1010TNTEG oL B KaBopicovv
CUUTEPIPOPE  TPOYELG TOL TPOCHPUOGUEVOL OVTIKEILEVOD, OTMG 1 TOYVLTINTA TPOYHG, M

AmOGTOGCT, 1 TPOYLE YOP® OO TO AVTIKEIUEVO K.AT.

A&erg  kiewrwd:  Emovénuévn  mpaypoatwomra, AR, 3D, ontikomoinom, epyaieio,
aAAnAentidpacn ypnotn-vroroyiot (HCI)



Abstract

Augmented Reality (AR) is a technology that overlays digital information and elements
onto the physical world, enhancing the user's real-world experience. It has various applications,
including entertainment, education, gaming, retail, and advertising industries. Although it might
still be at its early stage, it is surely escalating into popularity, and developers even more
frequently use everyday use and across the world. One of the unfortunate, but logical things
about AR, is the lack of tools, which help the developers and not only, to get more familiar with
the technology and eventually, start easily and quickly the development of applications that have
to do with augmented reality experiences.

For all the aforementioned reasons, a toolset named 3D Visualization in AR needed to be
implemented. It helps any user who wants to build an AR experience that will visualize, in a
unique way, any custom object that he desires. The main behavior of the custom objects that the
toolset currently supports is the orbit behavior, but it can easily be extended to support more
types of behaviors. The toolset is made of two different custom editors in the Unity environment,
where the first one is responsible for the selection of the behavior to be used. The second custom
editor, which is the main one, requires the user’s input to fill in some properties that will define
the custom object’s orbit behavior, such as the orbit speed, the distance, the orbit around object,

etc.

Keywords: augmented reality, AR, 3D, visualization, tool, human-computer interaction (HCI)
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Chapter 1 - Introduction

Augmented Reality (AR) and Virtual Reality (VR) are powerful technologies that are
increasingly being used in various aspects of our daily lives. AR enables the user to overlay
virtual content onto the real world [1], while Mixed Reality (MR) blends the real and virtual
worlds [2]. VR, on the other hand, provides a fully immersive experience in a virtual
environment [3]. The combination of all the aforementioned technologies that use a mix of both
real and virtual word, belong to a bigger category named Extended Reality (XR) [4].

These technologies start to be increasingly popular nowadays, since they enhance the real
world by overlaying digital information on top of it, making it easier for us to understand and
interact with the environment. They make all the experiences way more interactive, by providing
users with the ability to manipulate virtual objects in real-time. An also mayor benefit of their
use, is the fact that can be an effective tool for education and learning [5], making complex
concepts easier to understand and allowing students to engage in interactive experiences.

As concerns the developing side of the XR community, quite many tools and software
products, such as ZeusAR [6] and EduARdo [7], have been published all this time. Each one of
them contributes on their own way, making the developing process of XR applications way
easier and more accessible to any new, to the XR world, developer. This way, the development
of XR applications has become more accessible, allowing for a greater diversity of experiences

to be created, and providing new opportunities for growth and innovation in the field.

1.1 Motivation
After researching all the previously mentioned tools, the lack of dynamic addition of
custom objects in any scene during the development phase of an application that uses XR and
especially AR was clear. Most of the already existing ones, do not have any future of visualizing
objects with custom movement behavior. That is why the decision to create the proposed toolset
was set. The toolset would help developers to build their own AR experiences, by just interacting
with the Graphical User Interface (GUI) of the toolset, saving them a lot of time instead of doing

this process manually by writing code.



1.2 Objective

The main goal is to create a toolset in Unity Game Engine [8] that consists of two custom
editors. The first one, is responsible for the selection of the object’s movement behavior, where
the second one, is responsible for the essential settings, according to the selected behavior from
the previous editor. The user will have the option to either create a new custom object or update
an already existing one from active scene’s hierarchy. Either way, the user must set all the
required settings through the toolset’s GUI, which easily guides him from the beginning of the
custom object’s creation process, until the end.

The main custom object’s behavior to be implemented will be the orbit behavior, which
consists of two kinds of rotations. Firstly, by rotating an object around itself, and secondly, by
orbiting a custom object around another at the same time. The basic settings of this behavior is
setting each custom object’s orbit speed, scale, center position (anchor point), name, information
and more that will be later analyzed more in-depth. The proposed toolset is an essential part of
the EduARdo [7] system and the current report is heavily based on the already published

academic paper, especially in the evaluation part of the toolset.

1.3 Outline

The current thesis report consists of seven main chapters:

Chapter 1 — Introduction: A short mention of the technologies to be used, similar work’s
weaknesses, and the final objective of the current thesis project.

Chapter 2 — Background Work: A literature review about the technologies to be used.

Chapter 3 — Similar Work: A mention of other systems and tools alike this thesis.

Chapter 4 — Software Design: An overview of the struct and architecture.

Chapter 5 — System Implementation: An in-depth explanation and breakdown of the whole
process during the developing and 3D modeling phase.

Chapter 6 — Experiment Setup: An evaluation of the toolset.

Chapter 7 — Conclusion and Future Work: Final thoughts and potential future developments.



Chapter 2 - Background Work

2.1 Augmented Reality
Augmented Reality (AR) is a rapidly growing technology that has garnered significant

attention in recent years. AR enhances the real world by overlaying digital information and
graphics on it, providing users with a more immersive and interactive experience. This
technology has been applied in various domains, including education, gaming, and healthcare,
among others.

In education, AR has the potential to revolutionize the way students learn, providing
them with interactive and engaging experiences [9], [10]. For example, AR can be used to create
educational content that is more interactive [11], allowing students to explore complex concepts
in a more intuitive and direct manner. Additionally, AR can be used to provide students with
instant access to information, without the need for additional devices such as a computer or

smartphone.

Figure 1. 3D Geography Course using AR: The Case of the Map of Greece [12].

In gaming, AR has been used to create immersive experiences that blend the real and
virtual worlds. AR games can be played in the real world, with virtual elements being overlayed
on the physical environment, making the gaming experience more interactive and engaging.
Moreover, AR games can be played on smartphones, eliminating the need for specialized gaming
devices [13].



In healthcare, AR has been used to provide medical professionals with a more
comprehensive view of their patients [14]. For example, AR can be used to overlay medical
images, such as x-rays or MRI scans, on the real world, providing medical professionals with a
better understanding of their patients' conditions. Additionally, AR can be used to provide
medical professionals with real-time information about their patients, helping them to make more
informed decisions.

In conclusion, AR is a rapidly growing technology that has the potential to revolutionize
various domains, including education, gaming, retail, and healthcare. This technology has the
potential to provide users with more immersive and interactive experiences and has the potential
to improve efficiency and productivity in various industries. With the increasing popularity of
AR, it is likely that we will see more innovative and innovative applications in the future,

providing new opportunities for growth and innovation in the field.

2.2 Virtual Reality

Virtual Reality (VR) is a technology that creates a simulated environment, either based
on real-life or computer-generated environments [2]. It allows users to experience and interact
with this environment as if they were present within it. VR provides a sense of presence and
immersion using head-mounted displays (HMDs) and other sensory inputs such as audio [15],
haptic feedback, and other controllers.

VR technology has been used in a variety of fields, including education, entertainment,
and health care. In education, VR has been used to create immersive learning experiences,
providing students with direct simulations and interactive scenarios that allow them to apply
what they have learned. In entertainment, VR has been used to create immersive gaming
experiences, allowing players to be fully immersed in a virtual environment. In health care, VR
has been used to create virtual simulations for medical procedures and surgeries, providing
training and experience for medical professionals.

Several VR systems have been developed and commercialized, including the Oculus Rift,
HTC Vive, and PlayStation VR. These systems have been designed to deliver high-quality,
immersive VR experiences, with advancements in hardware and software technology continually

improving the VR experience.



Figure 2. VR experience with HTC Vive. [16]

2.3 Mixed Reality

Mixed Reality (MR) is a technology that blends the real and virtual worlds to create a
hybrid environment [1], [2]. MR refers to a continuum that ranges from AR, which enhances the
real world with virtual objects, to VR, which replaces the real world with a virtual one. It
provides a seamless blend of the physical and digital worlds, allowing users to interact with
virtual objects as if they were real. This is achieved by using various technologies such as AR,
VR, and projection mapping, which combine to create an immersive experience that blurs the
line between the physical and virtual worlds.

MR has a wide range of applications in fields such as entertainment, education, and
industry. In entertainment, MR has been used to create immersive gaming experiences that allow
players to interact with virtual objects in the real world. In education, MR has been used to create
interactive and immersive learning experiences, providing students with firsthand simulations
and interactive scenarios that allow them to apply what they have learned. In industry, MR has
been used to create virtual prototypes, allowing designers and engineers to evaluate and refine

their designs before going into production.

! Mixed Reality (MR) I
Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Virtuality Continuum (VC)

Figure 3. Virtuality Continuum (VC) — MR spectrum [2].



2.4 Extended Reality

Extended Reality (XR) is a broad term that encompasses various technologies that aim to
enhance or extend human perception and experience. XR refers to a spectrum of realities that
includes AR, VR, and MR, which range from augmenting the real world with virtual elements to
completely immersing users in virtual environments. [17]

XR technologies have been rapidly evolving in recent years and have found applications
in many areas, including entertainment, education, and industry. In entertainment, XR has been
used to create immersive gaming experiences, providing players with new and exciting ways to
interact with virtual objects. In education, XR has been used to create interactive and engaging
learning experiences, providing students with direct simulations and interactive scenarios that
help them to better understand complex concepts. In industry, XR has been used to create virtual
prototypes, allowing designers and engineers to evaluate and refine their designs before going
into production.

The potential of XR is vast, and its ability to enhance human perception and experience is
being explored in various fields, including psychology, neuroscience, and medicine. XR has the
potential to revolutionize the way we interact with the world, and its continued development will

lead to new and exciting applications in the future.

=

Figure 4. Extended Reality spectrum visualization [18].
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Chapter 3 - Similar Work

Augmented Reality technology has seen a significant increase in popularity and adoption
in recent years, with a wide range of applications across various industries. As mentioned
previously, AR is a technology that allows for the overlay of virtual objects on the real world,
creating an immersive and interactive experience for users. It comes with significant use in in
gaming, where players can use AR-enabled devices to interact with virtual game elements in the
physical world. Also, in education, by allowing the creation of interactive educational content,
making learning more engaging and effective and more.

The use of AR technology has rapidly expanded in recent years and its applications are
only set to increase in the future. As the technology continues to evolve and improve, we can
expect to see even more innovative uses for AR in a wide range of industries. Further down, it
will be a short mention of today’s state of art in AR tools and applications already published, by

pointing out each system’s key points and objectives.

3.1 ZeusAR

ZeusAR is a software system for developing Augmented Reality Serious Games
(ARSGS) that involves three phases: analysis, configuration, and generation [6]. The analysis
phase involves examining the standard project structure of a typical serious game and identifying
the actions that AR content can be added to. The configuration phase involves configuring the
AR features and library to be integrated into the game structure, and the generation phase
involves inserting the AR code and necessary files into the game structure. The ZeusAR process
is implemented through a software architecture and is not dependent on specific software
development technologies or programming languages.

Aplicable actions

Figure 5. Left side - the ZeusAR toolset. Right side — the generated AR game [6].
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3.2 A Pervasive Augmented Reality Serious Game

The game is a racing game where the objective is to start the car and move around the
track without colliding with objects [19]. It is a pervasive augmented reality serious game aimed
at enhancing entertainment through a multimodal tracking interface. The research focuses on
designing and implementing user-friendly interfaces that can be used by a wide range of users,
including people with disabilities. Users can interact with the game through a pinch glove, a
Wiimote, tangible objects, and 1/0 controls of a UMPC (keyboard/mouse). Initial evaluation

results show that multimodal-based interaction in serious games can be beneficial.

Figure 6. Pervasive Augmented Reality Serious Game — AR Racing Game [19].

3.3 AR-Maze

AR-Maze is a cutting-edge educational tool that leverages augmented reality to instruct
children about computational thinking [20]. It offers real-time feedback on the physical world
while maintaining a fun and cost-effective learning environment. Children can create their own
programs by arranging programming blocks and testing their code using a mobile device. With
AR-Maze, they will have the opportunity to learn essential programming concepts such as
parameters, loop logic, debugging, and more. The tool has been developed, and a preliminary
user study has been conducted to evaluate its effectiveness and guide future design
improvements. The aim of AR-Maze is to provide children with an enjoyable and intuitive way

to learn programming.
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Figure 7. AR-Maze programming tool using augmented reality technology [20].

3.4 ComposAR

ComposAR is a tool aimed at making AR and MR application creation accessible to a

broad audience [21]. It is unique in that it offers a combination of visual programming and

scripting options, as well as real-time testing. Being written in Python, the user interface and

runtime can be easily modified and additional modules from external sources can be integrated

into the authoring process. ComposAR distinguishes itself from other AR authoring tools by

offering multiple levels of interaction.

Main Window

‘Scene X
® C:\ComposAR \Data\Meda\ambulance.0sg 4
# Python |
= C:\ComposaR \Data\narkers \chevrons|3.patt
¥ Active
-7 Transform

2 0,000 0.000 20.000
1} 0.000 0.000 0.000
L7 4.000 4.000 4.000
W C:\ComposAR \Data Meda fretruck.osg
# Python
=) C:\ComposAR Data\markers\chevrons\4.patt
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2)- M Transform
4 0.0000.000 20.000
23 0,000 0.000 0.000
4T 4.000 4.000 4.000
Ll C: \ComposAR \Data\Media \car 1,08

# Python
= B C:\ComposaR Data\markers \chevrons\s.patt
W Active
1 Transform
2 0,000 0.000 20.000
23 0,000 0.000 0.000
47 4.000 4.000 4.000
M C:\ComposAR \Data\Meda\car2.05g

" Tree Control

T

Script Panel

<

BCc patt <osgART Marker; proxy of <Swig bopecrortype-osg

Figure 8. ComposAR interface components [21].
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3.5 Interactive Educational Content Based on Augmented Reality and 3D

Visualization

This tool uses AR and 3D Visualization, specifically for educational reasons, since its
goal is to motivate students from secondary education to be more creative and conduct research
on their subjects, by interacting with the final application in an immersive way [22]. The
produced interactive education content (ICE) consists of several software and hardware
resources, such as texts, audio, video, virtual 3D objects and more. To make the ICE even more
appealing to the students, a few 2D animated virtual persons were added into the User Interface
(un.

Figure 9. ICE example for laboratory work [22].
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Chapter 4 - Software Design

The whole thesis project is implemented in C# with the help of Unity Game Engine.
Since Unity gives the option to create a custom editor and add any functionalities the developer
wants, it supports all the features required for the toolset’s implementation. Of course, all the
actions to be made, are well-combined with AR scenes that are under development. This way,
the use of the toolset will help the developers to create even faster as many custom objects they
need according to their use case applications. Before the implementation of the toolset, it will be
necessary to analyze and design the components, classes and methods that will be further
developed.

4.1 Main Components

The main components of the toolset will be visualized in Unified Modeling Language
(UML) component diagram [23], [24]. It is a visual representation of the components, interfaces,
inputs/outputs, and relationships in a software system, used for design and communication. In
Figure 10, you can see all the essential components for the implementation of the toolset, which
will be described down below.

% 2 |
Scene (@ BehaviorObject

2] 2 |
BehaviorManager O— ObjectBehavior
IBehavior

v

EditorHandler

ObjectBehavig; o 0rbitBehavio$ﬂ
Editor EditorHandler

Behavior_SeIecti% o
Editor

Figure 10. UML Component Diagram.
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The whole design of the toolset consists of nine main components:
1. Scene: The active scene in Unity Game Engine, where all the custom objects to be created
with the toolset’s help, will be instantiated and used.
2. Behavior Object: The script of a game object that keeps all the necessary data, properties and
information of any object created from the toolset. Its name is “Custom Object” in the actual
implementation.
3. Behavior Manager: It is responsible for the management of all the available behaviors that the
toolset supports.
4. 1Behavior: An interface implemented by all the objects created with the toolset and by all the
implemented behaviors mechanics.
5. Object Behavior: The implementation of each movement behavior to be used in the toolset.
6. Behavior Selection Editor: The custom editor to be used inside Unity’s environment. It is
responsible to get user’s input, that have to do with the preferred behavior of the object to be
created.
7. Editor Handler: It is responsible for the switch from one editor to another.
8. Object Behavior Editor: The specific custom editor, which is enabled after the preferred
behavior from the user. It includes all the essential settings and data used for the custom object’s
behavior to be created. Its name is “Orbit Editor Window” in the actual implementation of the
toolset.
9. Orbit Behavior Editor Handler: It is responsible for all the functionalities and processes

required for the creation of the custom objects with orbit behavior as selection.

4.2 Classes and Methods

UML class diagrams are a type of diagram used in software engineering to model the
structure of a system by representing the classes, objects, and relationships between objects [24].
They can be used for requirements gathering and analysis, design, implementation, and
maintenance and evolution, providing a visual representation of the structure of a system and
making it easier to understand and communicate the design. UML class diagrams typically
include class names, attributes, and methods, and can represent real-world objects, abstract

concepts, or software components, helping to ensure that the implementation matches the design.
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In Figure 11, it is in-depth visualized all the classes, attributes, methods, and relationships

of the proposed toolset. An object-oriented approach was followed, making the developing

process much clearer and easier. This way, the final result of the toolset’s implementation is

extendable and effortlessly understandable from users/developer who want to use it for their own

immersive AR experiences. Each class, represented in the class diagram below, is already

explained in section 4.1. Each one of them, has their own attributes, methods, and relationships,

which are also included in the class diagram.

CustomObject

+_name, _info: string
+ _clockwiseSelf, _clockwiseOrbit, _paused._isSelected: bool

+ _scale, _scaleFactor, _speedOrbit, _distance
_timer, _timeFactor: float

+ _rotation, selfEulerAngles: Vector3
+_model, _centerObject, _orbitObject: GameObject
+ _orbitBehavior: OrbitBehavior

+ _outline: Qutline

- Awake()
- Start()
- Update()

+ SetData(Vector3, float, float, float, float, bool, beol,
GameObject, GameObject, string, string, GameObject)

+ SetPosition(Vector3)
+ PrintDetails()
+ SetupObject()

+ SetVisibleOutiing(bool, Color)

L 2

BehaviorManager

- _allBehaviors: List<EBehaviors

+ GetSelectedBehavior(int): EBehavior

1

e

BehaviorSelectionEditor

- _smallSpacer. _medspacer, leftWidth,
_rightWidth, _fullWictth: float

- _selectedBenaviorindex: int

- _aliBehaviorsString: string [

¢

- _editorHandler: EditerHandler

<< enumeration >>
EBehavior

OrbitBenhavior

- ShowWindow()
- OnEnable()
- onGUIY)

+ OkayBinHandler()

OrbitEditorwindow

EditorWindow }1—

o

1

OrbitBehavior

- _allCustomObjects : List=CustomObject=

- Update()
+ RotateSelf(CustomObject, Vector3, float, float, bool)

+RotateAround(CustomObject, GameObiect, Vectord
float, float, bool, float, float)

””” % IBehavior ‘

w —— |

4.3 Toolset’s Sequence

- _name, _info, _lasiSelectedCustomObjectStringName: string
- _rotation, _infoScrollView: Vector3

- _scale, _speedOrbit, _speedSelf, _distance, _smallSpacer,

_medSpacer, _ls eftWidth, _rigmvﬂdm , _fullWidth: float

-_model, _parentGameObject, _centerObject, _orbitObject: GameObject

- _clockwiseSelf, _clockwiseOrbit: bool

id, _selectedCenterindex, _selectedOrbitindex, _selectedUpdatelndex: int

- _aliCustomObjecisStringsArrayZeroVector,

allCustomObijectsStringsArrayNoneString: string [J

- _lasiSelectedCustomObject: CustomObject
- _aliCustomObiects: List=CustomObject>

- _orbitEditorHandler: OrbitEditorHandier

4

OrbitEditorHandler

~ Validatelnput{string ], string, string, GameObject, bool): bool
+ CreateCustomObject(string ], List<CustomObject=, string, string
GameObject, GameObject, GameObject, GameObject, int, int.
Vector3, float, float, float, float, boel, bool): bool
+ UpdateCustomObject(CustomObject, string [], List<CustomObjects.
Object, GameObject, Ga

+ ShowWindow()

- OnEnable()

-0nGUI)

- UpdateBtnHandler(CustomObject, string;
- CreateBinHandler()

- ResetUl()

- UpdateUI(CustomObject, string)

Figure 11. UML Class Diagram.

string, string, GameObject, Gami ct, GameObject
int, int, Vector3, float, float, float, float, bool, bool): bool

+ GetAllCustomObjectsArray(string): string [}

+ GetAllCustomObjectsList(): List<CustomObject=

+ GetCustomOl ing, List<CustomObject=): GameObject

UML sequence diagrams are a type of diagram used in software engineering to represent

the interactions between objects or components in a system over time [24], [25]. They depict the

order in which messages are sent and received between objects, and are used to model the

behavior of a system. A UML sequence diagram shows the objects involved in the interaction,

along with the messages they exchange, arranged in a timeline format. The messages are
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represented as arrows pointing from the sender object to the receiver object, and can include the
name of the message, the parameters passed, and any return values.

Firstly, the user has to access the toolset through Unity’s toolbar and the first custom
editor will appear. After that, he needs to select one from all the available object behaviors, that
are supported from the toolset (only the orbit behavior is currently implemented). Then, a second
custom editor (the selected behavior editor) will be shown in the screen, waiting for the user to
give all the essential input, to configure the desired custom object that will be created or updated.
After that, with just one click of a button, the new custom object is created in Unity’s hierarchy
of the currently active scene. In Figure 12, it is pictured the UML sequence diagram of the

toolset, where all the steps and possible scenarios according to user’s actions, are in-depth
described and visualized.

Editory CustomObject : OrbitBehavior :
N BehaviorManager  EditorWindow EditorWindow Monabehaviour MonoBehaviour
User Unity
A Iset
-
lect desired beh
-
okay
-l
k for
indow)
-
Find p objects from hierarch
|
Allernative | |
. R ent & all already active cusigm ob) hiesarch
[if already active| | ¥ ] o
custom objects Update "object to update
exist in hierarch dropdawn fiems
[Else]
Rewm p f objects f iy
-
Setthe desired setfings for the objects to be creatediupdated
| i n ]
Alternative
(if user presses o bution
create button]
iite archy  defaull GameObjesh as child of all cusiom objects parent
| .
Suee -
-
Alternative
[if user presses . -
update button] | | TTOSR lpram
Alternative
Find the Custom Object to be updated
[if alreacy active | H
custom objects Return custom object found
existin hierarchy)
1 Cusiom Obj
ting: 0t user's input

[Else]

Figure 12. UML Sequence Diagram.
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Chapter 5 - System Implementation

5.1 Technologies and Frameworks

5.1.1 Unity

Unity is a cross-platform game engine developed by Unity Technologies. It is widely
used in the game industry to create 2D and 3D games for a variety of platforms, including PC,
console, mobile, and web [8]. Unity is also used in various non-game contexts, such as
architecture, engineering, and film. In addition to its traditional game development capabilities,
Unity strongly supports AR and VR development. Unity is a comprehensive game development
platform that includes a powerful game engine, a visual scripting system, a 2D and 3D graphics
engine, audio and animation tools, and a range of other features. It is designed to be user-friendly
and easy to use, making it accessible to both novice and experienced game developers.

One of the main features of Unity is its game engine, which is responsible for rendering
graphics, handling input, and managing game logic. The Unity game engine is built on top of the
Mono .NET framework, which provides a range of features such as garbage collection,
threading, and networking support. The game engine is optimized for performance and
scalability, making it suitable for developing games of all sizes and complexity. In addition to
the game engine, Unity also includes a visual scripting system called UnityScript, which is a
node-based system that allows developers to create and modify game logic without writing code.
It is designed to be user-friendly and easy to use, making it accessible to developers who may not
have programming experience.

Unity also includes a powerful 2D and 3D graphics engine that allows developers to
create high-quality graphics and special effects. The graphics engine is based on the Shaderlab
language, which enables developers to create custom shaders and materials. Unity also includes a
range of built-in lighting and shadowing systems and supports various rendering techniques,
such as deferred rendering and screen space reflections.

Unity also provides a range of tools and features for developing AR applications. These
tools include support for ARKit and ARCore, the AR platforms supplied by Apple and Google,
respectively. In addition to these platform-specific tools, Unity also offers a range of cross-

platform AR tools, such as the AR Foundation package, which allows developers to build AR
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applications that can be deployed to multiple platforms. Unity's AR tools also support features
such as image tracking, object recognition, and 3D object placement. These tools make it easy
for developers to build AR experiences that are interactive, engaging, and immersive.

In addition to its graphics engine, Unity includes various audio and animation tools. The
audio tools allow developers to create and manage sound effects and music, while the animation
tools allow developers to create and edit character and object animations. Unity also includes a

range of built-in physics and Al systems, networking, and multiplayer gameplay support.

5.1.2 Blender

Blender is a free and open-source 3D computer graphics software tool for creating
animated films, visual effects, art, 3D printed models, motion graphics, interactive 3D
applications, and computer games [27]. Blender is developed and maintained by the Blender
Foundation, a non-profit organization that provides open-source software tools for the 3D
graphics community. Blender is a comprehensive 3D graphics software suite that includes a
range of tools for modeling, shading, texturing, animating, and rendering 3D graphics. It is
designed to be user-friendly and easy to use, making it accessible to both novice and experienced
3D graphics artists.

One of the main features of Blender is its 3D modeling toolset, which allows users to
create and manipulate 3D shapes and objects. The modeling toolset includes features like mesh
modeling, curve modeling, sculpting, and texture mapping. It has many advanced features, such
as multiresolution sculpting, dynamic topology sculpting, and parametric modeling. These tools
allow users to create 3D models, from simple shapes to complex, detailed models.

In addition to its modeling tools, Blender also includes a range of shading and texturing
tools. These tools allow users to apply materials and textures to their 3D models and control the
appearance of the models in the final rendered image. Blender's shading and texturing tools
include support for a variety of techniques, such as bump mapping, specular mapping, and
ambient occlusion. These tools allow users to create natural, high-quality materials and textures
for their 3D models.

Blender also includes a powerful animation toolset that allows users to create and edit
character and object animations. The animation toolset includes keyframe animation, inverse

kinematics, and constraints. It also consists of a non-linear animation editor, which allows users
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to create complex animations by manipulating a series of keyframes. These tools enable users to
create a wide range of animations, from simple character movements to complex, multi-layered
animations.

Also, Blender includes a highly efficient rendering engine that allows users to create
high-quality, photorealistic images and animations. The rendering engine supports various
features, such as global illumination, ambient occlusion, and subsurface scattering. It also
includes support for a variety of rendering techniques, such as path tracing, bidirectional path
tracing, and final gathering. These features allow users to create highly realistic, lifelike 3D
graphics.

In addition to its core features, Blender also includes a range of tools and features that are
useful for 3D graphics artists. These include support for compositing, video editing, and 2D
animation, as well as a range of third-party add-ons and plugins that can extend the software’s
functionality. Overall, Blender is a comprehensive and powerful 3D graphics software suite that
is widely used in a variety of industries, including film and video, game development,
architecture, and product design. It is free and open source, making it an affordable and
accessible option for 3D graphics artists of all skill levels.

5.2 Tool Implementation

5.2.1 SOLID

SOLID is a mnemonic acronym that stands for five principles of object-oriented software
design [26]. Robert C. Martin first proposed these principles in his book "Agile Software
Development, Principles, Patterns, and Practices.” The SOLID principles are intended to guide
software designers in developing software systems that are easy to maintain and extend over
time. They are widely recognized as best practices in the field of software engineering and are
often cited as fundamental principles of good design.

The first principle of SOLID is the Single Responsibility Principle (SRP). This principle
states that a class should have only one reason to change. In other words, a class should have a
single, well-defined responsibility and not be responsible for multiple unrelated tasks. Adhering
to the SRP can help reduce a software system’s complexity and make it easier to understand and

maintain.

21



The second principle of SOLID is the Open/Closed Principle (OCP). This principle states
that software components should be open for extension but closed for modification. In other
words, a member should be designed so that it can be extended to support new functionality
without requiring changes to its existing code. This can help to reduce the risk of introducing
new bugs or breaking existing functionality when adding new features to a software system.

The third principle of SOLID is the Liskov Substitution Principle (LSP). This principle
states that objects of a subclass should be able to be used in the same way as objects of the parent
class. In other words, a subclass should be a substitution for its parent class without altering the
correctness of the program. Adhering to the LSP can help to ensure that a software system is
well-structured and maintainable over time.

The fourth principle of SOLID is the Interface Segregation Principle (ISP). This
principle states that clients should not be forced to depend on interfaces they do not use. In other
words, interfaces should be designed to minimize the number of methods a client needs to be
aware of. Adhering to the ISP can help reduce a software system’s complexity and make it easier
to understand and maintain.

The fifth and final principle of SOLID is the Dependency Inversion Principle (DIP). This
principle states that high-level modules should not depend on low-level modules, but rather both
should depend on abstractions. In other words, software components should depend on
abstractions rather than concrete implementations. This can help to reduce the coupling between
components and make a software system more flexible and easier to maintain.

In summary, the SOLID principles are a set of best practices for object-oriented software
design. They are intended to guide software designers in developing software systems that are
easy to maintain and extend over time. The SOLID principles are widely recognized as key
principles of good design and are often cited as best practices in software engineering. Adhering
to the SOLID principles can help to ensure that a software system is well-structured,

maintainable, and flexible over time.
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5.2.2 Unity Editors Implementation

Custom Unity Editors specialized in AR can be used to help build custom 3D objects for
AR experiences. These custom editors provide a user-friendly interface for creating, modifying,
and integrating 3D models, animations, and other AR assets. The editor's features can be tailored
to fit the specific requirements of AR development, such as intuitive placement and scaling of
objects in the real-world environment. Using these custom Unity Editors, students can learn how
to build and design interactive AR experiences and gain hands-on experience with AR
development tools. Creating custom 3D objects within the editor helps students fully realize their
creative visions and add a unique touch to their AR projects. In conclusion, custom Unity Editors
specialized in AR provide a valuable resource for students to build, experiment and create
immersive AR experiences.

This section will analyze the two main custom editors of the toolset in more depth. First
and foremost, the user should be able to select the behavior of the object that he wants to create.
After that, according to the user’s selection, the second editor, which is the main one, is shown,
and helps the user to create or update a custom object ready to be used in an AR experience, by
changing some values in a friendly and interactive way.

To access the tool, after it is imported via Unity’s package manager, the user must go to
Tools -> 3D Visualization in AR, and the Behavior Selection Editor will open.

Tools Window Help

Demigiant >
30 Visualization in 4R

Figure 13. How to access the toolset.

5.2.2.1 Behavior Selection Editor

In this editor, the user selects the behavior of the custom objects they want to create. In
the current version of the toolset, the only implemented behavior is the orbit behavior, in which
custom objects are moving around in the AR space by orbiting around specific other custom

objects or around themselves.
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Behavior Selection Editor

Select behavior: Orbit Behavior

Okay

Figure 14. Behavior Selection Editor.

As concerns the coding part, it’s a simple Graphical User Interface (GUI) that includes a
simple label, a drop-down menu, and a button to confirm the userdesirable behavior of the

objects.

_smallSpacer = , _medSpacer = , _leftWidth = , _rightWidth = _fullwidth;
_selectedBehaviorIndex;
_allBehaviorsString = "Orbit Behavior"
editorHandler;

window. =

window. window.

_editorHandler

_leftWidth

_selectedBehaviorIndex . _selectedBehaviorIndex, _allBehaviorsString);

“Okay",

_editorHandler.

Figure 15. Behavior Selection Editor code snippet.
The EditorHandler class is responsible for showing the selected behavior editor according

to the user’s choice. Since the only implemented behavior is the Orbit Behavior, it just shows the

OrbitEditorWindow, which will be analyzed in depth down below.
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EditorHandler :

i 1tBe "Orbit Behavior Editor™);
windowOrbitBehavior.

Figure 16. Editor Handler code snippet.

5.2.2.2 Selected Behavior Editor (Orbit Behavior Editor)

This editor is responsible for the creation of custom objects, according to the user’s input.
More specifically, it is assembled by thirteen required or not required fields, and each of them is
a major property of the final movement of the custom object in the AR field.

Orbit Behavior Editor

Model

(to be visualized)

Create Obj

Update

Figure 17. Orbit Behavior Editor.
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All the fields are described as follows:

1.

10.
11.

12.

13.

Center (optional): The user specifies the anchor point of the orbit. By default, it is set to
(0,0,0), which is the center of the whole composition of custom objects.

Distance from center: The user specifies the distance from the center. It is basically an
offset in the X-Axis.

Scale: The user specifies the scale of the custom object.

Orbit Speed: The user specifies how fast or slow will the custom object be orbiting
around the Orbit Around value, given in the seventh field of the editor. By default, the
orbit around the Center direction will be clockwise, unless the user unchecks the
“Clockwise” checkbox.

Self Speed: The user specifies how fast or slow will the custom object be rotating or
spinning around itself. The spin direction will default to clockwise unless the user
unchecks the “Clockwise” checkbox.

Orbit Distance: The user specifies the orbit behavior of the custom object, specifically
for the X, Y, and Z axis. This way, the custom object can perform even a non-circular
orbit.

Orbit Around (optional): The user specifies an already created custom object to orbit
around it. By default, it is set to the center of the whole composition (0,0,0).

Model: The user specifies the model of the custom object to be created. It supports
Unity’s Game Object as input.

Name: The user specifies the name of the custom object to be created.

Information: The user specifies any information he wants about the custom object.
Object to update (optional): The user specifies an already existing custom object from
the hierarchy, that he wants to update and apply the latest changes.

Create Object Button: The user clicks on it when he has finished with all the required
input fields. After that, the new custom object is created in the hierarchy, and it is ready
to be used for any use case.

Update Object Button: The user clicks on it when he has finished with the new input
process. It is required to have already specified which already created custom object
wants to apply the changes. This action is made, as previously mentioned, from the

eleventh field named Object to update.
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The programming part of the orbit editor window was a bit tricky since it involved the
creation of the Ul (labels, float fields, dropdowns, and more). In Figure 18, you can see, with
more details, all the necessary variables, the ShowWindow function, and finally, the
OnEnable function, where the setup of the functionalities is made, and the tool is ready to

proceed with the user’s input.

_name, _info;
_scale = _speedOrbit = , _speedSelf = , _distance =
_rotation, _infoScrollView;
_model, _parentGameObject, _centerObject, _orbitObject;

_smallSpacer = , _medSpacer = , _leftWidth = , _rightWidth = , _fullWidth;
_clockwiseSelf = , _clockwiseOrbit =
_id, _selectedCenterIndex, _selectedOrbitIndex, _selectedUpdateIndex;
_lastSelectedCustomObjectStringName;
_allCustomObjectsStringsArrayZeroVector, _allCustomObjectStringsArrayNoneString;
_lastSelectedCustomObject;
_allCustomObjects =
_orbitEditorHandler;

"Orbit Behavior Editor"
window.
window. window.

_orbitEditorHandler =
_parentGameObject = : "All C
_fullWidth = _leftWidth + _rightWidth;
if (_parentGameObject ==
_parentGameObject = "All Custom Objects");

Figure 18. Orbit Editor Window code snippet — Variables, ShowWindow & OnEnable functions.
Most of the lines of code in the Orbit Editor Window script, have to do with the OnGUI

function, where all the Ul components are declared. More in depth, you can see all the code that

assembles the final Ul of the toolset, in Figure 19.
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andler

itorHandler

lastSel

tringhame

leftWidths_r

leftWidths_ri

leftWidths

tWidth

ightWidth

rightWidth

electedorbitIndex r 311Cus tomobj

_leftWidth

mode rightWidt

lectedUpd;

Figure 19. Orbit Editor Window code snippet — OnGUI function.
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As concerns the actual validation, create and update operations of the editor, all of them
are included in the Orbit Editor Handler script. It is responsible for the correct validation of the
user’s input each time the create or the update button is pressed. In the Create Custom Object
function, all the necessary actions are implemented, and the result is that a new Game Object is
instantiated in Unity’s hierarchy, with all the data that the user gave as input through the toolset.
As of the Update Custom Object, the same logic is also applied here, with the difference of not
having to create a new custom object from scratch, but changing the properties of an already
created custom object that is active in Unity’s hierarchy.

validateUpdate

Figure 20. Orbit Editor Handler code snippet.
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5.2.2.3 Custom Object
Every custom object has all data from the user’s input, saved in variables. In Figure 21,
you can see all of them that are necessary for the correct and smooth use of them in AR

experiences.

_name, _info;

_clockwiseSelf, _clockwiseOrbit, _paused, _isSelected

_scale, _scaleFactor = ,_speedOrbit, _speedSelf, _distance, _timer, _timeFactor =
_rotation,_selfEulerAngles;
_model, _centerObject, _orbitObject;
_orbitBehavior;
_outline;

Figure 21. Custom Object code snippet.

5.2.2.4 Orbit Behavior Implementation

The actual implementation of the custom object’s orbit around any object, and the custom
object’s orbit or spin around itself, is implemented in the Orbit Behavior script. This script is
used in the AR experience’s actual scene and it’s responsible for the visualization of the objects

with the orbit behavior.

_allCustomObjects =

_allCustomObjects =

foreach in _allCustomObjects

customObject += <
customObject, customObject. customObject.
customObject , customObject

customObject, customObject customObject.

customObject. customObject ,customObject
customObject customObject

Figure 22. Orbit Behavior code snippet — Awake & Update.

Its main mechanics are the Rotate Self, and Rotate Around function, which you can see in

depth at figure 23. The first one, spins all the custom objects around themselves, and the second
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one, orbits all the custom objects that are active in the hierarchy, around each one’s selected orbit

around object.

customObject, selfEulerAngles, speedSelf,
timeFactor, clockwiseSelf

if (customObject. return;

= customObject. 5
selfEulerAngles += , -1, &
customObject. = selfEulerAngles;
if (clockwiseSelf
customTransform. = -selfEulerAngles;
else
customTransform. selfEulerAngles;

customObject, orbitObject, rotation,
distance, orbitSpeed, clockwiseOrbit, scaleFactor, timeFactor

customObject. return;

= customObject. * (orbitSpeed/ * timeFactor;
= orbitObject. 5 3
clockwiseOrbit

* timer) * rotation.x * scaleFactor);
timer) * .y * ;
timer .z * 5

X 5 o timer
timer
z 5 o timer

customObject. x+distance, y, z) + orbitAroundPos

Figure 23. Orbit Behavior code snippet — RotateSelf & RotateAround.

5.3 Tool Results — AR Experience Use Case

The use case AR experience that got implemented is the visualization of the solar system.
A small part of our solar system that involves the Sun, earth and the moon were implemented.
The models of the planets to be used, were designed, and created in Blender and converted
accordingly to fit Unity’s needs. The result is a mobile application, where the user can interact
with the planets via touching the objects themselves with the combination of the Ul. The user

can either affect the whole composition of custom objects, in this use case the planets, or each
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custom object on its own. The main actions that can be taken are scaling up or down, slowing
down or speeding up the time, changing the position by dragging the objects in the AR space,

and more.

5.3.1 Creation of the Models

The normal textures and the elevated data textures were needed to create each planet with
their own details. The software needed for some retouching and detailing, as mentioned before,
is Blender. You can see the main project, specifically about the development of the Sun’s model,

in Figure 24.

Figure 24. Blender’s shading tab — Sun’s model.

After all the work that needed to be done at Blender’s environment, the
conversion into Unity was required. The sun model got exported as a .fox object, were the
normal and the elevation data textures were included and got imported in Unity. After that, a
basic material needed to be created, that uses the previously mentioned textures. Then, a default
Sphere 3D object was created, and the custom planet’s material got applied, to create the final
game object that represents the Sun and was saved in the resources folder of the project as a

prefab. This process was done for the rest of the planets that were included in the use case
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application. Both custom material and prefab that were created, can be seen more in-depth in

Figure 25.

Figure 25. Custom Sun material and prefab created in Unity.

5.3.2 Adding the planets in the scene.

Then, the process that follows have to do with the actual use of the toolset. In this part,
each custom object of the planet was added in the hierarchy of the scene through the toolset, after
all the essential data settings were applied for each planet. In Figure 26 you can see the hierarchy
of the use case scene in Unity before any planet was added.

= Hierarchy
+v

P AR Template Scene
¥ NTS

Figure 26. Unity’s hierarchy before adding the planets.
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The first custom object to be created was the Sun. All the essential settings were added

through the friendly Ul of the toolset. In Figure 27 you can see all the settings that were applied.

Center (optional): default - (0,0,0)

(specify an already created object as center

Distance from centre:

Self Speed:

(rotation speed around centre

Orbit Distance:

(object’s orbit behavior around

Orbit Around (option default - (0,0,0)

(specify an alrea created object to orbit around it)

Model: 0 Sun_Model

(to be visualized

Name:

(object’s name)

Information: The Sun is the star at the ¢

(object’s detaiis)

4

Object to update (optional none

(specify an already created object to update)

Create Object

Update Object

Figure 27. Creating the Sun as a custom object through the toolset.

After clicking the create object button, the Sun custom object was immediately created in
the hierarchy and ready to be used for the AR experience. This process was also done for the rest
of the planets. In the end, the final state of the hierarchy was ready, and the actual application
can be used from any user’s mobile device. In Figure 28, you can see the final version of the

hierarchy after all the planets were created.
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Figure 28. Unity’s hierarchy after adding all the planets.

5.3.3 The final application

After building the project, the final AR experience was ready to be used from any user.
After giving the required permissions for the application to use the camera of the phone, the
experience starts by scanning the area that the camera sees and starts the scan of vertical planes.
A light visual starts to cover the detected area in the AR experience, and the user starts the
visualization of the planets by touching a position from the planes that were detected. In Figure
29, you can see the process of plane detecting and the actual visualization of the planets, orbiting

around as defined during the toolset’s settings application step.

Figure 29. Plane detection and visualization of the planets.
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The user can touch any planet to mark it as selected and has an option to see all the
details of that custom object, just by tapping on the top left icon on the Ul. In the left part of

Figure 30, you can see all the information about the Sun that were added through the toolset.

Graphics: | Shaddws X 4 Lights

Edit mode:

‘ \
Scale: l._\

. A
: Time: =@ ‘
The Sun is the star at * ,f
the center of the Solar oo,
System. It is a nearly
perfect ball of hot
plasma,[18][19] heated
to incandescence by
nuclear fusion.réactions
in its core. The Sun
radiates this energy
mainly as light,
ultraviolet, and infrared
radiation, and is the
most important source
of energy for life on

Figure 30. Sun’s information panel and settings menu.

Finally, the user can also access some additional settings by tapping the top right icon on
the UI. He can toggle on or off some graphics settings about the shadows and the lights. Also, he
can affect some visualization settings that have to do with the scale of the planets and about how
fast or slow they are moving. Last but not least, by tapping the edit mode button, he toggles
between affecting all custom objects as a composition, or affecting only one custom object,
which needs to be marked as selected by just touching it. In the right part of Figure 30, you can
see all the settings Ul that the user can apply his preferences.
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Chapter 6 - Conclusion & Future Work

6.1 Conclusion

This thesis project had as a beginning as goal, the creation of a powerful, and at the same
time, friendly for the user, toolset that will be able to create custom objects ready to be used in
any AR experience, with any movement behavior he prefers. This gives the chance to any
developer who is a beginner, as concerns the AR programming, to build his own immerse
experiences, in a fast and interactive way. Hopefully, it can be a fantastic addition to the AR
developing community, especially since the toolset can be extended way more.

The idea was unique and interesting, especially since there weren’t many toolsets
available to the public, which can help the developer during the development phase of their
applications. In the beginning, the project faced some challenges such as the limited resources
available for AR development and the lack of knowledge of the development team about AR
programming. However, after several trials and errors, the creation of the toolset was successful,
which met the initial goals and exceeded expectations. As mentioned in the previous chapter, the
toolset was tested by several developers and received positive feedback, proving its effectiveness
and user-friendliness.

The conclusion of this thesis project is that the creation of a powerful and user-friendly
AR toolset is not only possible but also necessary in today's fast-growing AR industry. The
toolset provides a solution to the common challenges faced by AR developers, especially
beginners, and helps them create their own immersive experiences in a fast and interactive way.
The team's work is a testament to the idea that innovation and creativity can lead to the
development of valuable tools that can benefit the AR community and contribute to the growth

of the industry.

6.2 Future Work

The toolset has the potential to be extended even further, offering even more capabilities
and features to AR developers. Currently, the toolset supports only the orbit behavior, since there
were many tricky parts that concerned both the GUI of the toolset and the actual implementation
and mechanics of the orbit behavior. One of the major things that need to be implemented in the

future is the support of more than one behavior for any custom object to be created from the user.
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This requires the creation of a specific GUI that will be included in the toolset and the main
support of its settings and options, to be used in each custom object that the user prefers to
create.

Additionally, the current user interface for the AR toolset could be even simpler, clearer
and more appealing, as concerns the visual design. To address this, the work on improving the
user interface by making it more intuitive and visually appealing is essential. This could include
adding clear and concise instructions, streamlined controls, and a more modern and appealing
design. Also, another addition could be by incorporating drag-and-drop functionality to make it
easier for users to create custom objects and add behaviors to them. The interface could also
include helpful tips and suggestions to guide users through the process of creating their AR
experiences.

Another great addition would be the support of physics-based behaviors to the toolset,
such as gravity and collision detection, allowing developers to create more realistic and
interactive AR experiences or/and the support for more complex animations and motion patterns,
giving developers even more flexibility and control over their AR creations. Of course, the
integration with popular AR platforms such as ARKit, ARCore, and Vuforia to increase the
accessibility of the toolset to a wider range of developers and platforms would be essential, once
the toolset is at a very steady and final version.

In closing, the future of the AR toolset is full of potential and opportunities. By
continuously evolving and improving the AR toolset, the team hopes to provide AR developers
with the tools they need to bring their innovative ideas to life and help the AR industry continue
to grow and evolve. It is an exciting time for AR technology, and the toolset has the potential to
be a driving force in the growth and evolution of AR technology, inspiring future generations of
AR developers to take their ideas to the next level and create extraordinary immersive AR

experiences.
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