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Abstract

This survey is about Case Based Reasoning (CBRgducation. Case Based
Reasoning is a technique of Artificial Intelligen¢al) based on human problem
solving. CBR is an approach to problem solving thaiphasizes the role of prior
experiences during future problem solving.

In Chapter 1 an introduction of CBR is being ddsadi Following in Chapter 2 a
reference is being made in the history of CBR aBtR@ools. In the next Chapter the
CBR cycle is analyzed. In Chapter 4 are descriloedesmain software tools that use
the CBR technique. Finally the last chapter focus@<CBR in education and how
implementation of Case Based Reasoning in learnimgproves educational

interaction.
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Chapter 1: Introduction

1.1 What is CBR

Case-based reasoning (CBR) is an intelligent-systemethod that enables
information managers to increase efficiency anduced cost by substantially
automating processes such as diagnosis, schedahidgdesignl] but it is also a

pervasive behavior in everyday human problem sgi@]. CBR is a kind of

analogical reasoning that focuses on reasoningdbase previous experience or
accepted by the being actively exercising choicestndeeply explored in human
cognitive science. A previous experience can péasgsal roles, such 483]:

e Suggesting a solution to a new problem or a wagxfmain a situation.
e Warning of a problem that will appear.
e Allowing the potential effects of a proposed sautto be predicted.

A case-based reasoner works by matching new prablerfcases” from a historical
database and then adapting successful solutionstfte past to current situati¢i].

In CBR terminology, a case usually denotes a probituation. A previously
experienced situation, which has been capturedlearded in a way that it can be
reused in the solving of future problems, is refdrto as a past case, previous case,
stored case, or retained case. Correspondinglyewaaase or unsolved case is the
description of a new problem to be solved. Casedbasasoning is a cyclic and
integrated process of solving a problem, learnmognfthis experience, solving a new
problem[4].

Organizations as diverse as IBM, VISA Internation&lkswagen, British Airways,
and NASA have already made use of CBR in applinatsuch as customer support,
quality assurance, aircraft maintenance, proceasnpig, and decision support, and
many more applications are easily imagindhle



1.2 CBR term and examples

Case-based reasoning is a problem solving paradlgah in many respects is
fundamentally different from other major Al apprbas. Instead of relying solely on
general knowledge of a problem domain, or makirgpeistions along generalized
relationships between problem descriptors and cgrarhs, CBR is able to utilize the
specific knowledge of previously experienced cases. A newblpm is solved by
finding a similar past case, and reusing it in hiesv problem situatiofd]. In case-
based reasoning systems expertise is embodiedibnagay of past cases, rather than
being encoded in classical rules. Each case typicaintains a description of the
problem, plus a solution and/or the outcome. Thewkedge and reasoning process
used by an expert to solve the problem is not meayrbut is implicit in the solution
[5]. CBR also is an approach to incremental, sustaieadning, since a new
experience is retained each time a problem has selerd, making it immediately
available for future problems.

Mentioned with the term problem solving is usedehiara wide sense, coherent with
common practice within the area of knowledge-basetems in general. This means
that problem solving is not necessarily the findioiga concrete solution to an
application problem, it may be any problem putHdsy the user. So it can be used to
justify or criticize a solution proposed by the yde interpret a problem situation, to
generate a set of possible solutions, or genergieceations in observable data are
also problem solving situations

Let us illustrate this by looking at some typicablplem solving situations:

e A physician, after having examined a particularigudtin his office gets a
reminding to a patient that he treated two weeks. s&gssuming that the
reminding was caused by a similarity of importaihe physician uses the
diagnosis and treatment of the previous patierdeti@rmine the disease and
treatment for the patient in front of him.

e A drilling engineer, who have experienced two draclow out situations, is
quickly reminded of one of these situations (omhpathen the combination of
critical measurements matches those of a blow asg.cin particular, he may
get a reminding to a mistake he made during a pusvblow-out, and use this
to avoid repeating the error once again.

e A financial consultant, working on a difficult criéddecision task, uses a
reminding to a previous case, which involved a canypin similar trouble as
the current one, to recommend that the loan agitahould be refused.

The CBR field has grown rapidly over the last feeass, as seen by its increased
share of papers at major conferences, availablemmymal tools, and successful
applications in daily usgt].



1.3 CBR advantages and disadvantages

1.3.1 Advantages
Case-based reasoning provides many advantagesdasaner :

e Case-based reasoning allows the reasoner to prgpagens to problems
quickly, avoiding the time necessary to derive éhasswers from scratch.

The doctor remembering an old diagnosis or treateperiences this benefit. While

the case-based reasoner has to evaluate propdséidrsolike any reasoner does, it

gets a head start on solving problems because igeaerate proposals easily. There
iIs considerable advantage in not having to rede tamnsuming computations and
inferences. This advantage is helpful for almolsteglsoning tasks, including problem

solving, planning, explanation, and diagnosis.

e Case-based reasoning allows a reasoner to prophg®ss in domains that
he/she/it doesn't understand completely.

Many domains are impossible to understand compledélen because much depends
on unpredictable human behavior, e.g., the econ@thers nobody understands yet,
e.g., how some medications and diseases operater @Gimes, we simply find
ourselves in situations that we don't understandl, veait in which we must act
anyway, e.g., choosing which graduate studentsde into a program. Case-based
reasoning allows us to make assumptions and preaicbased on what worked in the
past without having a complete understanding.

e Case-based reasoning gives a reasoner a mearalwdtéwy solutions when
no algorithmic method is available for evaluation.

Using cases to aid in evaluation is particularlyiphgé when there are many
unknowns, making any other kind of evaluation ingdlole or hard. Instead, solutions
are evaluated in the context of previous similtmations. Again, the reasoner does
his/her evaluation based on what worked in the. past

e Cases are particularly useful for use in interpgebpen-ended and ill-defined
concepts.

Attorneys are taught to use cases as precedentsofmstructing and justifying
arguments in new cases. But it is also importaeteryday situations.



e Remembering previous experiences is particulargfuisn warning of the
potential for problems that have occurred in th&t palerting a reasoner to
take actions to avoid repeating past mistakes.

Remembered experiences can be successful or fajisedes, i.e., situations in
which things did not turn out exactly as plannednsider again the reasoner trying to
plan a meal. He/she can be helped considerablgximple, if he/she remembers a
meal that was supposed to be easy-to-prepare argansive and instead was hard to
make because some of the ingredients were hatot&ndn manufactured form and
had to be made from scratch. The reasoner is wahydtiis case, to avoid those
ingredients or to make sure they are availablereefommitting to a menu.

e Cases help a reasoner to focus its reasoning ooriamt parts of a problem
by pointing out what features of a problem areithgortant ones.

What was important in previous situations will taode important in new ones.

Thus, if in a previous case, some set of featuasimplicated in a failure, the
reasoner focuses on those features to insuretthditure will not be repeated.
Similarly, if some features are implicated in acess, the reasoned knows to focus on
those features. Such focus plays a role in bothleno solving and interpretive case-
based reasoning. In interpretive case-based reagquostifications and critiques are
built based on those features that have proveronsdge for failures and successes in
the past. An attorney, for example focuses on thspects of a new situation that
mattered in previous cases. In problem solvingasoner might attempt to adapt his
solution so that it includes more of what was resjiale for previous successes and
less of what was responsible for failuf&8].



1.3.2 Disadvantages

e A case-based reasoned might be tempted to usasai dlindly, relying on
previous experience without validating it in thewv&tuation.

e A case-based reasoned might allow cases to biasthimear or it too much in
solving a new problem.

e Often people, especially novices, are not remendbefréhe most appropriate
search of cases when they are reasoning.

Relying on previous experience without doing vdimacan result in inefficient or
incorrect solutions and valuations. Retrieval @gpropriate cases can cost precious
problem-solving time or lead to costly errors tbah be avoided by more incremental
methods.

People do find case-based reasoning a naturalawaason , however , and endeavor
of explaining the processes involved in case-basasoning might help us to learn
how to teach people to reason better using casesldition, the case memory
technology we develop is beginning to allow usutddddecision adding systems that
augment human memory by providing the appropriases while still allowing the
human user to reason in natural and familiar wayd e can make sure our
programs avoid negative types of behayi@.



1.4 Why CBR

The study of CBR is driven by two primary motivaiso

e The first, from cognitive science, is the desirenodel human behavior.
e The second, from artificial intelligence, is theagmatic desire to develop
technology to make Al systems more effective.

Interest in CBR as a cognitive model is supportgdstudies of human reasoning
which demonstrate reasoning from cases in a widgeraof task contexts. For
example, studies support the importance of remgglof prior examples in learning a
computer text editor (Ross - 1984), learning prograng (Pirolli & Anderson -
1985), mathematical problem solving (Faries & Ssbherg - 1994, Ross - 1984),
diagnosis by automobile mechanics (Lancaster & Hiodp - 1987) and physicians
(Schmidt, Norman & Boshuizen - 1990), explanatidramomalous events (Read &
Cesa - 1991) and decision-making under time presdg{ein & Calderwood - 1988,
1989). Understanding these processes requiresapengland testing theories of how
humans store, retrieve, and apply prior cases.

Observations that people use case-based reascaegalso spurred interest in CBR
as an Al technology. Humans are robust problemess)\vthey routinely solve hard
problems despite limited and uncertain knowledgel their performance improves
with experience. All of these qualities are dedeafor real-world Al systems.
Consequently, it is natural to ask how CBR can adeal technology.

Discussions of this question have identified fiveaim problems that can be
ameliorated by case-based reasoning:

1. Knowledge acquisition A classic problem in traditional knowledge-based
systems is how to provide the rules on which th&esys depend. The rule
acquisition process can be laborious and unreligtoheay be difficult to elicit
rules, and there is no assurance that those ruleaactually be sufficient to
characterize expert performance. In some domaires may be difficult to
formalize or the number of rules required may beanageably large.

Because case-based reasoners reason from conpgeettcsepisodes, CBR makes it
unnecessary to decompose experiences and gengnalizparts into rules. Some task
domains are especially natural for CBR, with cdbas are suitable for CBR already
collected as part of standard problem-solving piaces. In those domains, the cost
of knowledge acquisition for CBR is very low. Mar®imoudis, & Hinkle describe
their experience in one such domain, autoclaveihgadOther reports corroborate
comparatively rapid development times for other CiRlications (e.g., Simoudis &
Miller - 1991). Of course, not all domains are matUCBR domains, cases may be
unavailable, or may be available but in a hardge-form (e.g., cases described with
natural language text). In these situations, apgl€BR may depend on a significant
“case engineering” effort to delimit the informatithat cases must contain, to define
the representation for that information and to aottthat information from available
data. Likewise, applying CBR requires developingteda for indexing and
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reapplying prior cases. However, even if this alifprocess requires considerable
effort, CBR can still provide overall benefits fkmowledge acquisition. First, experts
who are resistant to attempts to distill a setarhdin rules are often eager to tell their
“war stories” the cases they have encountered. fHuititates gathering the needed
data for CBR. Second, as discussed in the followpomt, after the initial case
engineering effort it is often simple to augmentl anaintain the knowledge a CBR
system needs.

2. Knowledge maintenance Defining an initial knowledge base is generally
only the first step towards a successful Al appigcsa Initial understanding of
the problem is often imperfect, requiring systenowledge to be refined.
Likewise, changes in task requirements and circant&s may render existing
knowledge obsolete. Although refinement of caseesgntations and indexing
schemes may be required as a task becomes betterstood, CBR offers a
significant benefit for knowledge maintenance: @rusiay be able to add
missing cases to the case library without expégriention.

Also, because CBR systems do incremental leartigy, can be deployed with only
a limited set of “seed cases” to be augmented methi cases if (and only if) the initial

case library turns out to be insufficient in praetiA CBR system needs only to
handle the types of problems that actually occiractice, while generative systems
must account for all problems that are possiblgrinciple.

3. Increasing problem-solving efficiency People achieve satisfactory problem
solving performance despite the fact that commam®pfaroblems in everyday
reasoning, such as explanation and planning, ardéaxé (Bylander et al. —
1991, Chapman - 1987). Reuse of prior solutionpshéhcrease problem-
solving efficiency by building on prior reasoningther than repeating prior
effort. In addition, because CBR saves failed sohst as well as successes, it
can warn of potential problems to avoid.

4. Increasing quality of solutions When the principles of a domain are not well
understood, rules will be imperfect. In that sitoat the solutions suggested
by cases may be more accurate than those sugdegtetiains of rules,
because cases reflect what really happens (ortéahsippen) in a given set of
circumstances.

In medical reasoning, for example, anecdotes afjoertific cases go beyond codified
knowledge, serving as “the as-yet-unorganized enméeat the forefront of clinical
medicine” (Hunter - 1986).

5. User acceptanceA key problem in deploying successful Al systeimsiser
acceptance: no system is useful unless its useepaits results. To trust the
system's conclusions, a user may need to be cad/ihat they are derived in
a reasonable way. This is a problem for other aggres: neural network
systems cannot provide explanations of their deassiand rule-based systems
must explain their decisions by reference to thdes, which the user may not
fully understand or accept (Riesbeck - 1988). @ndtiner hand, the results of
CBR systems are based on actual prior cases thdiecaresented to the user
to provide compelling support for the system's dasions[21].



1.5 Comparing rule-based systems and model-based
systems with CBR

The method in which knowledge is stored and usdtlasmajor difference between
CBR, rule-based and model-based systeligsiré 1). CBR primarily reasons from

examples rather than from rules which allows fosyeknowledge acquisition and
application development. CBR replaces generatetestdmechanisms of rule-based
systems with retrieve and adapt. Adaptation impjestial matching which is a

technique rule-based systems cannot implement. GBRometimes mistakenly

described as rule-based reasoning with big ruleweMorrectly, however, it is large
chunks of domain knowledge indexed and stored nmaaner which is unique. CBR

also has the ability to learn. There are two conepts in the CBR learning process,
success and failure. CBR systems learn new casesessilt of a success. If a failure
results, CBR systems can learn the problems ta@ipate and recovery strategies
from new cases. Ultimately this implies that thesteyn automatically refines its

knowledge (Leake - 1995). Knowledge in rule-basad emodel-based systems is
limited to those rules that have been identified atored. Maintaining a rule-based
system is normally a manual process requiring &rkmowledge acquisition. It is not
capable of adapting its own knowledge to new sitnatwhereas CBR has an in-built
adaptive mechanism (Burstein & Smith - 1994, Alfteifal. - 1994).

The advantages of CBR over rule-based systemsd@adls ability to:

e Handle domains where problems have many exceptioonges.
Handle domains where problems are not fully underkt
Learn from experience, that is keep up with knogéethat workers learn in
their daily experiences, indicating an ability tore temporal information.

e Represent the expert’'s knowledge more accuratelyaitk suggests
that experts usually tend to use knowledge in themf of particular
experiences (cases) rather than in the form ogjule
Provide methodologies for validating and maintagnihe application.

Offer cost-effective solutions to knowledge acdgiga bottleneck problems
(Slade - 1991).

Rule-based systems are more suited to solve agmmolvhen it is difficult to
gather case data (Althoff et al. - 1994). CBR iswtable when there is little or no
case data available.

Studies have shown that CBR systems can be implech@more quickly than model

or rule-based systems and are easier to maintdiis. résults in a reduction in the
knowledge-elicitation effort, since CBR systemsrin require an understanding of
how to solve the problem. That is, to build a CBRtem you only have to obtain past
cases and their solutions, you do not have totelibes from experts. In rule-based
systems the addition of a new rule can requirentbdification of several other rules,

whereas the addition of cases to a case libragjyrarvolves modification of the case
base (Leake - 1995). Model-based reasoning is basdahowledge of the structure
and behaviour of the devices the system is designadderstand.



Important differences between rule-based systems drCBR include :

e Rules-based systems provide answers and CBR psopigeedents, or a set
of precedents allowing the user to choose the aqgsicable precedent.

e CBR do not need all criteria to be fulfilled, that some fields may be left
blank if they are unknown, without jeopardizing tiesult.

CBR results are improved after each iterationnea case is added to the case-base,
rule-based systems in comparison predict the sais\@eas and the associated error
level after each iteration.

Case-based reasoning Rule-based reasoning Model-based reasoning
Cases in case library are  Rules in rule bases are Models replicate a known
constants pattemns process and usually consist
of a database and rules.
Cases are retrieved that Rules are retrieved that Is applicable when a causal
match the input partially or ~ match the input exactly. model exists and the domain
exactly, Cases are retneved Rules are applied in an iter- 1s understood.
first, approximating the ative cycle of micro-events.

entire solution at once, then
adapted and refined to a
final answer,

Cases are chunks of domain Rules are independent,  Stores causal models of

knowledge. consistent pieces of domain  devices or domains.
knowledge.

Knowledge is in the form of  Knowledge s extracted Provides a means of verify-

cases. Shows from which  from experts and encoded  ing solutions, but the solu-

cases solutions were denved. in rules, Gives rules as tion generation is unguded.

explanations.

Figure 1 - CBR compared with Rule-based and Model-based sgstéaieznikow -
1995)[22].

Expert systems or knowledge-based systems (KBS)ree®f the success stories of
Artificial Intelligence (Al) research. In a recesurvey the UK Department of Trade
& Industry found over 2000 KBS in commercial. ItsHaeen around twenty years
since the first documented KBS (the trinity of slassystems: DENDRAL, MYCIN
and PROSPECTOR) were reported, yet in that timé#sec architecture of KBS has
changed little. The early KBS, and today’s systesns,based upon an explicit model
of the knowledge required to solve a problem ( kn@s second generation systems)
using a deep causal model that enables a systezagon using first principles. But
whether the knowledge is shallow or deep an exphadel of the domain must still
be elicited and implemented often in the form déswr perhaps more recently as
object models.



Despite the undoubted success of model-based KB&ny sectors developers of
these systems have met several problems:

Knowledge elicitation is a difficult process.
Implementing KBS is a difficult process requiringesial skills and often
taking many years.

e Implemented model-based KBS are often slow andiiaable to access or
manage large volumes of information.

e Implemented model-based are difficult to maintain.

Solutions to these problems have been sought thrbetjer elicitation techniques and
tools, better KBS shells and environments, impradedelopment methodologies,
knowledge modeling languages and ontologies, tatitig the co-operation between
KBS and databases in expert databases and deddatalgases, and techniques and
tools for maintaining systems.

However, over the last few years an alternativeareng paradigm and
computational problem solving method has incredgiatjracted more and more
attention. Case-based reasoning solves new prolilgmdapting previously
successful solutions to similar problems. CBR igaating attention because it seems
to directly address the problems outlined above:

e CBR does not require an explicit domain model andlgitation becomes a
task of gathering case histories.

e Implementation is reduced to identifying significdéatures that describe a
case, an easier task than creating an explicit mode

e Applying database techniques into largely volunfasformation can be
managed.

e CBR systems can learn by acquiring new knowledgemaass thus making
maintenance easig)].
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Chapter 2: History of CBR and CBR tools

2.1 History of CBR in USA

The work Schank and Abelson in 1977 is widely helthe the origins of CBR. They
proposed that our general knowledge about situstisrrecorded as “scripts” that
allow us to set up expectations and perform infegsn Scripts were proposed as a
structure for conceptual memory describing infoioratabout stereotypical events
such as, going to a restaurant or visiting a doctor

However, experiments on scripts showed that thesxew®t a complete theory of
memory representation - people often confused evinatt had similar scripts. For
example, a person might mix up room scenes fronsiate a doctor’'s office with a

visit to a dentist’s office. Such observations fallline with the theories of concept
formation, problem solving and experiential leagimwithin philosophy and

psychology.

Roger Schank continued to explore the role thatntleenory of previous situations
(cases) and situation patterns or memory orgaoizgiackets (MOPSs) play in both
problem solving and learnir{g].

Other trails into the CBR field has come by Gentfiem the study of analogical
reasoning and - further back - from theories ofcemb formation, problem solving
and experiential learning within philosophy and gisylogy (Wittgenstein - 1953,
Tulving - 1972, Smith - 1981).

For example, Wittgenstein observed that “naturalcepts”, the concepts that are part
of the natural world (such as bird, orange, chaar, etc.) are polymorphic. That is,
their instances may be categorized in a varietyafs, and it is not possible to come
up with a useful classical definition, in terms afset of necessary and sufficient
features, for such concepts. An answer to this Iprobis to represent a concept
extensionally, defined by its set of instances case44].

Whilst the philosophical roots of CBR could perhégsclaimed by many what is not
in doubt is that it was the work of Roger Schandgeup at Yale University in the
early 80’s that produced both a cognitive model @BR and the first CBR

applications based upon this mofil

Schank’'s model was the basis for the developmettteogarliest CBR systems: Janet
Kolodner's CYRUS and Michael Lebowitz's IiPR.
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CYRUS was basically a question-answering systenthvhbntained knowledge, as
cases, of the various travels and meetings of fold#® Secretary of State Cyrus
Vance[4]. It was an implementation of Schank’s dynamic mgmmodel. Roger
Schank’s case-memory model later served as the fiasseveral other CBR systems
including MEDIATOR (Simpson — 1985), CHEF (Hammond 986), PERSUADER
(Sycara — 1987), CASEY (Koton — 1989) and JULIAr(lths — 1992)6].

Other schools of CBR and closely allied fields egeerin the 1980’s, investigating
such topics as CBR in legal reasoning, memory-basasbning (a way of reasoning
from examples on massively parallel machines),@mdbinations of CBR with other
reasoning method3].

Another basis for CBR, and another set of mode&yevdeveloped by Bruce Porter
and his group (Porter - 1986) at the UniversityTeikas in Austin. They initially

addressed the machine learning problem of conegphihg for classification tasks.
This lead to the development of the PROTOS systBarefjss - 1989), which

emphasized on integrating general domain knowledge specific case knowledge
into a unified representation structure. The coratiam of cases with general domain
knowledge was pushed further in GREBE (Branting®91)), an application in the

domain of law.

Another early significant contribution to CBR wadmetwork by Edwina Rissland and
her group at the University of Massachusetts in Aamnkt. With several law scientists
in the group, they were interested in the role oécpdence reasoning in legal
judgments (Rissland - 1983). Cases (precedentd)eseenot used to produce a single
answer, but to interpret a situation in court, &amgroduce and assess arguments for
both parties. This resulted in the HYPO system (@&sh 1990), and later the
combined case-based and rule-based system CABARK&lgk - 1992). Phyllis
Koton at MIT studied the use of case-based reagawimoptimize performance in an
existing knowledge based system, where the dorhaiar( failure) was described by a
deep, causal model. This resulted in the CASEYesystKoton - 1989), in which
case-based and deep model-based reasoning waseotjdbi

CBR technology has produced a number of succedsfulbyed systems, the earliest
being Lockheed's CLAVIER, a system for laying oamposite parts to be baked in
an industrial convection oven. CBR has been usegnsively in help desk
applications such as the Compaq SMART syq@m

12



2.2 History of CBR in Europe and Asia

In Europe, research on CBR was taken up a litter klnan in the US. The CBR work
seems to have been stronger coupled to experinsystevelopment and knowledge
acquisition research than in the [#$. Amongst the first cited European work is that
of Derek Sleeman’s group from Aberdeen in Scotldrey studied the uses of cases
for knowledge acquisition, developing the REFINERtem (Sharma & Sleeman -
1988). At a similar time Mike Keane, from Trinit@ollege Dublin, undertook
cognitive science research into analogical reagpttiat has subsequently influenced
CBR (Keane - 1989)].

Among the earliest results was the work on CBRdomplex technical diagnosis
within the MOLTKE system, done by Michael Richtegeéther with Klaus Dieter
Althoff and others at the University of Kaiserskaut (Althoff - 1989)[4]. This has
given rise to the PATDEX system (Richter & Weis$991) and subsequently to the
CBR tool S3-Casff].

At the University of Trondheim, Agnar Aamodt andleagues at Sintef studied the
learning aspect of CBR in the context of knowledwsuisition in general, and
knowledge maintenance in particular. For problefisg, the combined use of cases
and general domain knowledge was focused (Aamoti®89). This lead to the
development of the CREEK system and integratioméwork (Aamodt - 1991), and
to continued work on knowledge-intensive case-basasoning4].

At Artificial Intelligence Research Institute (IID)An Blanes, Enric Plaza and Ramon
Lopez de Mantaras developed a case-based learpprgrdice system for medical

diagnosis (Plaza - 1990), and Beatrice Lopez imyatstd the use of case-based
methods for strategy-level reasoning (Lopez - 199D)

In the UK, CBR seems to be particularly appliectitol engineering. A group at the
University of Salford is applying CBR techniques fewlt diagnosis, repair and
refurbishment of buildings (Watson & Abdullah - #)9 Yang & Robertson in

Edinburgh are developing a CBR system for intempgetouilding regulations, a

domain reliant upon the concept of precedence. s¥hihother group in Wales are
applying CBR to the design of motorway bridges (kM001994)6].

Currently, the CBR activities in the United Stassswell as in Europe are spreading
out [4]. However, the increasing number of CBR papers Iinjornals and the
increasing number of commercially successful CBRlieations is likely to ensure
that many more countries take an active intere€BR in the futurgd6]. Germany
seems to have taken a leading position in termsunfber of active researchers, and
several groups of significant size and activityelevave been established recently.

From Japan and other Asian countries, there aceaasvity points, for example in
India (Venkatamaran - 1993). In Japan, the interesio a large extent focused
towards the parallel computation approach to CBRaft¢ - 1993)[4]. As an
indicator the British Computer Society Specialiso@ on Expert Systems has held
CBR workshops suitable for novices at both it Eastual conferencd§].
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2.3 History of CBR tools in USA

Case-Based Reasoning (CBR) research in the USAboasted by a three year
Defence Advanced Research Project Agency (DARPAw nenamed as ARPA)
initiative in CBR in 1987, The project's aim was dombine the work of several
American universities that were carrying out reskam CBR with those of a
commercial company in order to blend the univegsitiesearch results into a generic
CBR tool. The company was Cognitive Systems, lheaded at the time by Dr.
Roger Schank, a pioneer in developing and promo@RR technology as an
alternative to other approaches.

By 1990, Cognitive Systems had developed a researatotype tool called “The
CBR Shell” written in Common Lisp for Macintosh computers. §hool had
facilities for representing, storing, indexing anetrieving cases. Applications in
several domains were demonstrated, including batiéening, natural language
understanding and telex message classificatiorr Aftmonstrating the tool at several
conferences and workshops in 1990, and havingwede large degree of interest in
it from both government and industry, Cognitive t8yss began developing a
commercial-strength, multi-platform version of “Th€BR Shell” that would
eventually be released in the spring of 1992 as REM

As momentum began to build for the commercial Us€BR technology in 1990
other US companies began to develop CBR tools aobws kinds. In mid-1991,
Inference Corporation released a CBR-based helg Hagding tool called CBR
EXPRESS. CBR EXPRESS had the unique ability togratte natural language text
into the case indexing and retrieval process, ntpkieasier for end users to interact
with the case base in the course of problem solving

In addition, CBR EXPRESS had a custom user interthat was specifically geared
towards building help desk applications. CBR EXPBESpidly became a front
runner in knowledge-based help desk tools with,oeing to the supplier, over
13,000 copies sold world-wide. Also in late 19BETEEM was released, integrated
into the expert system shell Kappa PC. This pravidesystem able to integrate CBR
with rule-based knowledge. ESTEEM provided CBR bdjiees to end users at a
significantly lower price than CBR EXPRESS or RENDINut with less functionality
and limited capabilities for handling reasonablg&adatabases.

After the initial three CBR took (REMIND, CBR EXPMS and ESTEEMjvere
released, other tools for performing various CBsk$aemerged in the US, including:

e The Easy Reasoner from The Haley Enterprise, aftoaoftware developers
that combines CBR EXPRESS-like natural language diivagy with
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REMIND-like induction and ESTEEM-like ability to fegrate with an expert
system shell (ECLIPSE).

e Induce-It (renamed Case-Powemhich provides simple inductive indexing
from Excelspreadsheets for case representation and sti@jage

2.4 History of CBR tools in Europe

In Europe, up until early 1990’s, there was litlerk performed under the heading of
“Case-Based Reasoning”, although several groupskedowith CBR technology
under different names. Donald Michie, at the Turngfitute in Glasgow, pioneered
the closely-related field of induction in the eamjghties and reported on many
impressive applications. In 1988, KATE-INDUCTIONJeveloped by Michel
Manage, was made available and was recommendedséoby Texas Instruments.
This included some CBR features, although the tga® not used at that time.

As regards CBR tools developed under that titleeghhave been developed by
European companies:

e The first proper commercial European CBR shell appe& in mid-1991.
Initially called CASEWORK, it was later renamed KATEBR and is now sold
by AcknoSoft.

e A second tool, RECALL, appeared in August 1993 framother French
company ISoft, which was founded in the early 1990s

e The third tool,S-CASE, also appeared in 1993. Developed by the German
company teclnno, it benefited significantly fromethNRECA project (see
below).

European CBR research was boosted significantlythey three and a half year
INRECA project (ESPRIT 6322) that started in May929 INRECA aims at
integrator induction and CBR techniques for holdilegision support applications. As
mentioned above, INRECA led to the development ESSE and to some of the
most recent developments in KA.

Another important CBR research project, which atsarted in 1992, is FABEL,
funded by the German Ministry of Research. FABEIhsiat integrating CBR with
model-based approaches for design tasks. The cassist of graphically-represented
layout fragments from an architectural design domai

It appears that the European CBR community nowahdsstinctive character in that
the emphasis is on applications rather than orstaold on the integration of CBR
with other technologies. Work on induction and CBIRdertaken by European
companies has let to many applicatif8ls
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Chapter 3: CBR cycle

3.1 Introduction of CBR cycle

A CBR system solves new problems by adapting swoistthat were used to solve old
problems. CBR is to solve a new problem by remembger previous similar
situation and by reusing information and knowled§ehat situation. The case base
holds a number of problems with their correspondialyitions. Once a new problem
arises, the solution to it is obtained by retrigvgimilar cases from the case base and
studying the similarity between them. A CBR systiena dynamic system in which
new problems are added to the case base, reduodestare eliminated, and others
are created by combining existing ofis].

The basic scenario for almost all CBR applicati@ngn order to find a solution of an
actual problem, one looks for a similar problemaim experience base, takes the
solution from the past and uses it as a startingtfgo find a solution for the actual
problem[14].

There are two main phases in a CBR system:

e |Initial development: A number, usually large, of previous cases oftaand
their known solutions are encoded into the systelss is known as
developing the case base.

e Routine use A current problem, with unknown origin and unknogolution,
Is presented to the system, initially as a textescription. The system then
searches the case base in an attempt to find icetgrknown cases, which
match this current problem as closely as possiblsituations in which there
are several matches of a similar degree of closertles system may ask one
or more questions to try to disambiguate theseipusvcases, and to narrow
down the solution to one (or a few) which match ¢herent problem closely
[11].

The CBR system has not the only goal of providiolgitsons to problems but also of
taking care of other tasks occurring when it isdusepracticg14].
The processes involved in CBR can be representedsayiematic cycle (CBR cycle)

[6].
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According to Kolodner, the CBR working cycle candescribed best in terms of four
processing stages:

1.

Case retrieval: after the problem situation has been assessedbdise
matching case is searched in the case base angpaoxinate solution is
retrieved.

Case adaptation: the retrieved solution is adapted to fit bettee thew
problem.

Solution evaluation: the adapted solution can be evaluated either dher
solution is applied to the problem or aftee solution has been applied. In any
case, if the accomplished result is not satisfgctitre retrieved solution must
be adapted again or more cases should be retrieved.

Case-base updatingif the solution was verified as correct, the n@agse may
be added to the case base.

Aamodt and Plaza give a slightly different schenietre CBR working cycle
comprising the fouRE'’s :

PR

Retrieve the most similar case(s).

Reusethe case(s) to attempt to solve the current pnoble
Revisethe proposed solution if necessary.

Retain the new solution as a part of a new case.

Although they use different terminologies, the CB&rking cycles denoted above are
essentially the sani&6].

All case-based reasoning methods have in commofolibging process:

Retrieve the most similar case(s) comparing the case tdilbnary of past
cases.

Reusethe retrieved case to try to solve the currenblem.

Reviseand adapt the proposed solution if necessary.

Retain the final solution as part of a new c§Sk

In CBR cycle a new problem is matched against #ses furnishing the case base and
one or more similar cases are retrieved. A soluticggested by the matching cases is
then reused. Unless the retrieved case is a clasghnthe solution will probably have
to be revised (adapted) and tested (evaluated§uicecess, producing a new case that
can be retained ensuing, consequently, updateeafabe badd 6].
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Figure 2 -CBR cycle

A new problem is solved by retrieving one or morevjppusly experienced cases,
generating a solution by reusing the case in oneavanother, revising the solution
by checking its correctness/usefulness - updatiagolution if needed, and retaining
the new experience by incorporating it into thesBrg knowledge-base (case-base).

The four processes each involve a number of maeifspsteps. Ifigure 2, this
cycle is illustrated.

An initial description of a problem (top of figurdgfines a new case. This new case is
used toRetrieve a case from the collection of previous cases.rétreeved case is
combined with the new case througbuseinto a solved case (i.e. a proposed
solution to the initial problem). Through tReviseprocess this solution is tested for
success (e.g. by being applied to the real wonkdrenment or evaluated by a

teacher) and repaired if failed. DuriRgtain, useful experience is retained for future
reuse, and the case base is updated by a newdezase, or by modification of some
existing casefl3].
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The main advantage of this technology is thatiitloa applied to almost any
domain. CBR system does not try to find rules betwgarameters of the
problem, it just tries to find similar problemsdin the past) and to use
solutions of the similar problems as a solutiommfactual problem. So, this
approach is extremely suitable for less examinedadias - for domains where
rules and connections between parameters are patrkriFurthermore, in
more examined domains integration of CBR in cladsiuade-based reasoning
systems brings some efficiency.

The second very important advantage is that CBRaoagp to learning and
problem solving is very similar to human cognitpr®cesses - people take
into account and use past experience to make fdeoisiong14].
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3.2 Popular CBR working cycle’s

3.2.1 Kolodner's cycle

According to Kolodner “a case is a conceptualisexte of knowledge representing
an experience that teaches a lesson fundamentakchaving the goals of the
reasoned”. Therefore, a case can be defined ancepmalised part of knowledge
representing past experience in general.

The importance of the represented knowledge insa because it supplies a wide
range of contents in a form of the computer antMoaman readable formats. Case
representation encloses a detailed problem deseriphnd a detailed solution

description. The detailed problem description csissof a new problem and a solved
problem description. When the new problem issuseari the retrieval process
identifies the case with the most similar probleaesaiption in the past cases. If there
is any stored problem description, it represenesdiscription of detailed solution of
that case. If it is necessary, adaptation occulssamew solution is created.

Within a case representation, most types of databeastored in a case. However it
may be difficult to represent large amount of ire&ted data. Therefore the
functionality and acquisition of information neeul lie clarified first to decide what
should be represented in cafE3)].

According to Kolodner the CBR working cycle candescribed best in terms of these
processing stages:

1. Representation:Given a new situation, generate appropriate semanatices
that will allow its classification and categorizati This usually implies a
standard indexing vocabulary that the CBR systess ue store historical
information and problems. The vocabulary must be&h renough to be
expressive, but limited enough to allow efficieataill.

2. Retrieval: Given a new, indexed problem, retrieve the best pases from
memory. This requires answering three questions:

¢ What constitute an appropriate case?
e What are the criteria of closeness or similaritinsen cases?
e How should cases be indexed?

Indexing a case is essential in establishing siitylabecause the indices help

define the important elements of a problem, thdse $hould be considered
when studying the problem.
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Thus, part of the index must be a description @f plnoblem that the case
solved, at some level of abstraction. Part of thsecis also the knowledge
gained from solving the problem represented byddse. Retrieving a case
starts with a (possibly partial) problem descriptiand ends when best
matching cases found. The subtasks involve idengfya set of relevant
problem descriptors, matching the case and retgrairset of sufficiently

similar cases, and selecting the best case froreethef cases returned.

. Adaptation: Modify the old solutions to confirm to the newtusition,

resulting in a proposed solution. With the exceaptas trivial situations, the
solution recalled will not immediately apply to thmew problem, usually
because the old and the new problem are slighttigrdnt.

Reusing the retrieved case solution in the cordéttie new case focuses on:

¢ |dentifying the differences between the retrievad the current case.
e |dentifying the part of a retrieved case that canttansferred to the
new case.

Generally the solution of the retrieved case imdfarred to the new case
directly as its solution case.

. Validation: Determine whether the proposed solution is ssfakChecking

a solution can take many forms, depending on tineadio

Whatever the means, after the system checks aa@ulit must evaluate the
results of this check. If the solution is accepgablased on domain criteria, the
CBR system is done with reasoning. Otherwise, #me anust be modified
again, and this time the modifications will be gddby the results of the
solution’s evaluation. Revising the case solutieneyated by the reuse
process is necessary when the solution proves reawtorThis provides an
opportunity to learn from failure.

. Update: If the solution fails, explain the failure andaia it, to avoid repeating
it. If the solution succeeds and warrants retentiocorporate it into the case
memory as a successful solution and stop.

The CBR system must decide if a successful newtisalus sufficiently
different from already-known solutions to warratdrage. If it does warrant
storage, the system must decide how the new cdkbenindexed, on which
level of abstraction it will be saved, and wherevill be put inside the case-
base organizatiofi0].
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Figure 3 -CBR cycle according to Kolodner
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3.2.2 Aamodt’s and Plaza’s cycle

Aamodt and Plaza (1994) have described CBR tygicall a cyclical process
comprising the fouRE'’s:

1. Theretrieve task starts with a (partial) problem descriptiond &nds when a
best matching previous case has been found. Uswailynitial identification
subtask comes up with a set of relevant problencrgeers, a matching
subtask returns a set of cases that are suffigiesnthilar to the new case,
given a similarity threshold of some kind, and keston subtask then works
on this set of cases and chooses the best matdt (east a first case to try
out). While some case-based approaches retrieveveops case largely based
on superficial, syntactical similaritieamong problem descriptors (e.g. the
CYRUS system (Kolodner - 1983), ARC (Plaza & LopezMantaras - 1990),
and PATDEX-1 (Richter and Wess - 1991) systemshesapproaches attempt
to retrieve cases based on features that have mlesprantical similarities
(e.g. the Protos (Bareiss - 1989), CASEY (Kotor989), CREEK (Aamodt -
1991), and MMA (Plaza and Arcos - 1993) systems).

Syntactic similarity assessment (sometimes refeiwes a “knowledge-poor”
approach) has its advantage in domains where deth@nmaain knowledge is
very difficult or impossible to acquire beforehand.

Semantically oriented approaches on the other haftdn referred to as
(knowledge-intensive), are able to use the contdxtueaning of a problem
description in its matching, for domains where gahdomain knowledge is
available

2. Reuseof the retrieved case solution in the context ef new case focuses on
two aspects:

e The differences among the past and the current case
e What part of a retrieved case can be transferréigetmew case.

In simple classification tasks the differences abstracted away and the
solution class of the retrieved case is transfetwagtie new case as its solution
class. This is a trivial type of reuse.

More typically, systems have to take into accouffexences in and thus the
reused part, cannot be directly transferred torte@ case but requires an
adaptatiorprocess that takes into account those differences.
There are two main ways to reuse past cases:

e Transformational reuse: Reuse of the past casé@alu

e Derivational reuse: Reuse of the past method tlastoucted the
solution.
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3. Caserevision consists of two tasks:

e Evaluate the case solution generated by reuseif{audcessful) learn
from the success.

e Repair the case solution using domain-specific Kadge.

The evaluation task takes the result from applyimg solution in the real
environment (asking a teacher or performing thk tashe real world). This is
usually a step outside the CBR system, since ieéat for a system in normal
operation) involves the application of a suggest@dtion to the real problem.
The results from applying the solution may take sotime to appear,
depending on the type of application. In a meddsdision support system,
the success or failure of a treatment may take faokew hours up to several
months. The case may still be learned, and beablaiin the case base in the
intermediate period, but it has to be marked asoma-avaluated case. A
solution may also be applied to a simulation progthat is able to generate a
correct solution.

This is done in CHEF (Hammond - 1989), where atsmu(i.e. a cooking
recipe) is applied to an internal model assumeaktstrong enough to give the
necessary feedback for solution repair.

Case repair involves detecting the errors of theeo solution and retrieving
or generating explanations for them.

4. Theretain task takes care of the learning step. It incofesranto the existing
knowledge what is useful to retain from the newbfem solving episode.
Learning from a successful or a failed problem isghattempt is triggered by
the outcome of the revision and possible repakstas
It involves:

e Selecting what information from the experience tistould be
retained.

In what form it should be retained.

Whether a new case should be constructed.

How a new case should be indexed for later rettieva

How it should be integrated in the memory structanel knowledge
base in general.

A new case may be built, or the old case may bergéined or strengthened
to subsume the present case as well. If the probl@s solved by other
methods, including asking the user, a new caseristaucted.

The “indexing problem” is a central and much foclpeoblem in case-based
reasoning. It amounts to deciding what type of xedeto use for future
retrieval, and how to structure the search spadedeixes.

Through interaction with the user, the general darkaowledge may also be
updated (for example when holes or inconsistenbege been discovered
during attempts to explain the new cg<i@)
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Figure 4 -CBR cycle according to Aamodt & Plaza
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3.3 Relationship of problem and solution spaces

As illustrated inFigure 5, Leake (1996) expresses the role of similaritytigh the
concepts of retrieval and adaptation distances W4 eake’s diagram is captured the
relationship between problem and solution spac€&BR.

i input problem description
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O = stared solublons
& = new solution oreated by adaptation

Figure 5 - Relationship between problem and solution spac&BIR (Leake - 1996).

In Figure 5, the retrieval distanc® increases as the similarity between the input
problem description and a stored problem descnptiecreases (i.e., lower similarity
means greater distance).

A common assumption in CBR is that the retrievalaticeR is commensurate with
A, the adaptation distance (or effort).

However, several authors have questioned this gssamand its implication that the
most similar case is the easiest to adabL
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3.4 CBR process example

The CBR process is best illustrated by an exan@ubasider the problem of a project
manager predicting how many resources to allocatehe development of different
software components.

Knowledge or memory of the past is the basis fedpting future effort. Here the

case is a software component. Each case will camprivector of features to describe
each component. Examples of features might inclinde programming language

(categorical), the number of interfaces (discretedl the time available to develop,
since severe schedule compression may adversedyt daffie development effort

(continuous).

Notice how the vector can comprise features ofedffit types. This adds some
complexity to the way in which distance is measuréde choice of features is
arbitrary and may be driven by both pragmatic abmsitions (what is easily
available) and domain considerations which fealhest characterize the problem.

One constraint is that the values for the featunest be knowable at the time the
prediction is required which will usually militategainst the use of features such as
code length.

For effort prediction the solution part of the casetrivial, merely a single value
denoting the actual effort consumed. For our effwediction problem, the case-base
will grow as components are completed and the ieolut.e. the actual required
amount of effort in person hours, or whatever, bee® known.

When a new prediction problem arises, the new compbmust be described in
terms of the feature vector so that it can be vibag the target case. The problem
then becomes one of retrieving similar cases frioencase base and using the known
effort values as a basis of the prediction for tdiget case. The prediction may be
modified by the application of rules, typically abted from a domain expert such as
an experienced project manager, or by a simpleggime such as finding the mean.

Once the component has been completed and theffaré value is known the case
can be added to the case-base. In this way thebeaseis enlarged over time and can
also follow trends or changes in the underlying bpgon domain, such as the
introduction of new technologies and programminggleages. For this reason some
similarity measures explicitly include a notion @cency so that newer cases are
preferred4].
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3.5 Techniques and subtasks used in CBR “tasks”

3.5.1 Case retrieval
Case retrievalsubtasks:Case retrieval’'s subtasks are referred to as:

Identify Features.
Initially Match.
Search.

Select.

Identify Feature

To identify a problem may involve simply noticintg iinput descriptors, but often
(and particularly for knowledge-intensive methods)more elaborate approach is
taken, in which an attempt is made to “understath@” problem within its context.

Unknown descriptors may be disregarded or requéstbd explained by the user.

In PROTOS, for example, if an input feature is umkn to the system, the user is
asked to supply an explanation that links the featimto the existing semantic
network.

To understand a problem involves filtering out gomoblem descriptors, to infer
other relevant problem features, to check whether feature values make sense
within the context, to generate expectations okofieatures. Other descriptors than
those given as input, may be inferred by using regd knowledge model, or by
retrieving a similar problem description from thase base and use features of that
case as expected features. Checking of expectanmsmg be done within the
knowledge model (cases and general knowledge)y asking the user.

Initially Match
The task of finding a good match is typically spitio two subtasks:

e An initial matching process which retrieves a dqtlausible candidates.
e A more elaborate process of selecting the besaoreng these.

The latter is the Select task, described belowdiRmna set of matching cases is done
by using the problem descriptors (input featuresindexes to the case memory in a
direct or indirect way. There are in principle #rgays of retrieving a case or a set of
cases:

e By following direct index pointers from problem faees.

e By searching an index structure.
e By searching in a model of general domain knowledge

28



PATDEX implements the first strategy for its diagtio reasoning, and the second for
test selection. A domain-dependent, but global lanty metric is used to assess
similarity based on surface match. Dynamic mema@seld systems takes the second
approach, but general domain knowledge may be imsedmbination with search in
the discrimination network.

PROTOS and CREEK combines one and three, sincetdn@nters are used to
hypothesize a candidate set which in turn is jiestibs plausible matches by use of
general knowledge. Cases may be retrieved solety input features, or also from
features inferred from the input. Cases that matthinput features are good
candidates for matching, but (depending on thelegyd cases that match a given
fraction of the problem features (input or infelrethy also be retrieved.

PATDEX uses a global similarity metric, with seMgparameters that are set as part
of the domain analysis. Some tests for relevaneeretrieved case is often executed,
particularly if cases are retrieved on the basia stibset of features. For example, a
simple relevance test may be to check if a retdeselution conforms with the
expected solution type of the new problem. A waggeess the degree of similarity is
needed, and several “similarity metrics” have bgwoposed, based on surface
similarities of problem and case features. Sintjaassessment may also be more
knowledge-intensive, for example by trying to ursd@nd the problem more deeply,
and using the goals and constraints from this e&dlmm process to guide the
matching. Another option is to weigh the problensatgtors according to their
importance for characterizing the problem, durimg learning phase.

In PROTOS, for example, each feature in a storse bas assigned to it a degree of
importance for the solution of the case. A simitagchanism is adopted by CREEK,
which stores both the predictive strength (disanabory value) of a feature with
respect to the set of cases, as well as a featutesility, i.e. what influence the lack
of a feature has on the case solution.

Select

From the set of similar cases, a best match isechdkhis may have been done during
the initial match process, but more often a se&ases are returned from that task. The
best matching case is usually determined by eviadhe degree of initial match
more closely. This is done by an attempt to geeeexiplanations to justify non-
identical features, based on the knowledge in émeasitic network. If a match turns
out not to be strong enough, an attempt to finétéeb match by following difference
links to closely related cases is made. This séb&sisually a more elaborate one
than the retrieval task, although the distinctiostween retrieval and elaborate
matching is not distinct in all systems. The seétectprocess typically generates
consequences and expectations from each retrieasel and attempts to evaluate
consequences and justify expectations. This magdoe by using the system's own
model of general domain knowledge, or by asking uker for confirmation and
additional information. The cases are eventualhkea according to some metric or
ranking criteria. Knowledge-intensive selection hogls typically generate
explanations that support this ranking process, thedcase that has the strongest
explanation for being similar to the new problench®sen. Other properties of a case
that are considered in some CBR systems includativel importance and
discriminatory strengths of features, prototypigadif a case within its assigned class,
and difference links to related cases.
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Case retrievaltechniques
The two most widely used techniques of case redtiake:

e Nearest-neighbor retrieval.
e Inductive retrieval.

Nearest-neighbor retrieval (NNR) is a technique to measure how similar thigeta
case is to a source case (Watson - 1997). It psesagtrieval of cases by comparison
of a collection of weighted attributes in the tdrgase to source cases in the CBR
library. If there is no matched case in the CBRalilp, CBR system will return the
nearest matched source case. The return of thestease match can be represented
by the following equation (Watson - 1997):

Similarity (T, ) = " (I}, S1) = Wi
i=l

where
T 15 the farget case
S1s the source case

n is the number of attributes in each case
J1is an mndividuoal attribute from 1 to n

Jis a similanity function for attribute J m cases T and 5
w is the importance weighting of artribute J

Figure 6 —Near Neighbor Retrieval (NNR) equation

The equation of the NNR represents the sum of artyl of the target case to the
source case for all attributes multiplied by theparitance weighting of individual
attributes. The CBR system therefore retrieves aningful case that may provide a
detailed solved problem description to a new problelowever, the NNR technique
is not efficient. This is because whenever new £ase introduced, indexing needs to
be performed and it could affect efficiency.

Inductive retrieval (IR) is a technique to extract rules or constrdetision trees
from the past cases (Watson - 1997). This techninoeesses a target case based on
indexed source cases. The source cases are nointiked by keywords and stored
into a set of cases. The set of cases are divitedai decision tree structure. If target
case is not found in the decision tree at runtithe,CBR system may not retrieve a
source case. Aamodt and Plaza (1994) and Watsd®/)Y1€uggest the use of a
combination of these two techniques in which intkgécindexing is used to retrieve a
set of matching cases and then the nearest neightoieval is used to rank the cases
in the set according to their similarity to thegetr case. Indexes are commonly used
in file and database systems to speed up retradhbptimize accessibility of data.
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3.5.2 Case reuse
Case reusesubtasks:

The reuse of the retrieved case solution in theectrof the new case focuses on two
aspects:

e The differences among the past and the current case
e What part of a retrieved case can be transferrégetmew case.

Copy

In simple classification tasks the differences abstracted away (they are considered
non relevant while similarities are relevant) ane solution class of the retrieved case
is transferred to the new case as its solutiorscllsis is a trivial type of reuse.
However, other systems have to take into accouierednces in (a) and thus the
reused part (b) cannot be directly transferred te hew case but requires an
adaptatiorprocess that takes into account those differences.

Adapt
There are two main ways to reuse past cases:

e Transformational reuse: Reuse the past case solution.
e Derivational reuse Reuse the past method that constructed the goluti

In transformational reuse the past case solution is not directly a solut@mrthe new
case but there exists some knowledge in the formmaosformational operators {T}
such that applied to the old solution they transfdrinto a solution for the new case.
A way to organize this {T} operators is to indexth around the differences detected
among the retrieved and current cases. An exanigleiois CASEY, where a new
causal explanation is built from the old causallaxations by rules with condition-
part indexing differences and with a transformadiomperator {T} at the action part
of the rule. Transformational reuse does not look | problem is solved but focuses
on the equivalence of solutions, and this requaregong domain-dependent model in
the form of transformational operators {T} plus antrol regime to organize the
operators application.

Derivational reuse looks at how the problem was solved in the rettkease. The
retrieved case holds information about the methsédufor solving the retrieved
problem including a justification of the operatotsed, subgoals considered,
alternatives generated, failed search paths, etdv@lional reuse then re-instantiates
the retrieved method to the new case and “repltys’old plan into the new context
(usually general problem solving systems can b& $ege as planning systems).
During the replay successful alternatives, opesatand paths will be explored first
while filed paths will be avoided, new subgoals juesued based on the old ones and
old subplans can be recursively retrieved for them.
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An example of derivational reuse is the Analogyfyg system that reuses past plans
guided by commonalties of goals and initial sitoas, and resumes a means-ends
planning regime if the retrieved plan fails or & found.

Case reusdechniques:

Case storagewhich is often referred to as case-memory or nrgrooganisation, is
used in the case reuse phase of the CBR cycleplicates the conceptual view of
case representation in most storage devices. @asedten reproduced to increase the
quality of the solutions of the already solved peots in a given set of circumstances.
Stored cases are also used for future referen@kéL.€1995).

It is worth noting that reusable case is more aseeptable because its solution has
already been accepted and convinced by the prewseis Watson (1997) suggests
that the case representation should be charadensiag indexes. The intention of
characterised case representation is to balaneeéetthe storing methods and their
indexes in order to simplify accessibility and iatal of relevant cases (Watson -
1997).

3.5.3 Case revise

Case revisesubtasks:

When a case solution generated by the reuse pbas# correct, an opportunity for
learning from failure arises. This phase is callede revision and consists of two
tasks:

e Evaluate the case solution generated by reuseactessful, learning from the
success.
e Repair the case solution using domain-specific Kadge.

Evaluate solution

The evaluation task takes the result from applyiregsolution in the real environment
(asking a teacher or performing the task in the weald). This is usually a step
outside the CBR system, since it (at least forsiesy in normal operation) involves
the application of a suggested solution to the pealblem. The results from applying
the solution may take some time to appear, depgratirthe type of application.

In a medical decision support system, the succeéailare of a treatment may take
from a few hours up to several months. The casestilhpe learned, and be available
in the case base in the intermediate period, thastto be marked as a non-evaluated
case.

A solution may also be applied to a simulation paog that is able to generate a
correct solution. This is used in CHEF, where autsoh (i.e. a cooking recipe) is
applied to an internal model assumed to be strommugh to give the necessary
feedback for solution repair.
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Repair fault

Case repair involves detecting the errors of theeot solution and retrieving or
generating explanations for them. The best exangplthe CHEF system, where
causal knowledge is used to generate an explanafiomhy certain goals of the
solution plan were not achieved. CHEF learns theeg® situations that will cause
the failures using an explanation-based learniolgrtigjue.

This is included into a failure memory that is usaedthe reuse phase to predict
possible shortcomings of plans. This form of leagnmoves detection of errors in a
post hoc fashion to the elaboration plan phase weres can be predicted, handled
and avoided. A second task of the revision phadleeisolution repair task. This task
uses the failure explanations to modify the sotutiosuch a way that failures do not
occur. For instance, the failed plan in the CHEBtay is modified by a repair

module that adds steps to the plan that will asthatthe causes of the errors will not
occur.

The repair module possesses general causal knosviettydomain knowledge about
how to disable or compensate causes of errorseirdtimain. The revised plan can
then be retained directly (if the revision phassuass its correctness) or it can be
evaluated and repaired again.

Case revisdechniques:

Adaptation is used in the case revision phase of the CBRecytis a technique to
alter the retrieved case to reproduce a new solubonew problem. The retrieved
case can be changed so that it can be presentedt toew use. The purpose of case
adaptation is to improve the CBR system’s overatibfem solving ability using
newly introduced cases for future use.

The two most widely used techniques of case adaptate: structural adaptation and
derivational adaptation.

e Structural adaptation (SA): Is a technique to apply adaptation rules or
formulas directly to the stored solution in the CBiRtary. Once a case has
been applied by adaptation rules or formulas, tB& Gystem adapts the case
as a match with the new problem.

e Derivational adaptation (DA): Is a technique to reuse the rules or forraula
that generated the original solution to produces@ olution to the current
problem (Watson - 1997). The retrieved solutiomtineust be stored as an
additional case in the CBR library so that it refarces a new solution to the
new cas¢l?].
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3.5.4 Case retain

Case retainsubtasks:

This is the process of incorporating what is uséfutetain from the new problem
solving episode into the existing knowledge. Thereng from success or failure of
the proposed solution is triggered by the outcorhéhe evaluation and possible
repair. It involves:

Selecting which information from the case to retain

In what form to retain it.

How to index the case for later retrieval from s$anproblems.
How to integrate the new case in the memory stractu

Extract

In CBR the case base is updated no matter how riildgm was solved. If it was

solved by use of a previous case, a new case mdoilieor the old case may be
generalized to subsume the present case as wdike fproblem was solved by other
methods, including asking the user, an entirely oase will have to be constructed.
In any case, a decision need to be made abouttwhete as the source of learning.
Relevant problem descriptors and problem solutiemesobvious candidates. But an
explanation or another form of justification of wiaysolution is a solution to the
problem may also be marked for inclusion in a nagec

In CASEY and CREEK, for example, explanations actuded in retained cases, and
reused in later modification of the solution. CASKEY¥es the previous explanation
structure to search for other states in the diagnosodel which explains the input
data of the new case, and to look for causes cetls¢ates as answers to the new
problem. This focuses and speeds up the explangtamess, compared to a search in
the entire domain model. The last type of structbe¢ may be extracted for learning
is the problem solving method, i.e. the strateg@soning path, making the system
suitable for derivational reuse. Failures, i.eommnfation from the revise task, may also
be extracted and retained, either as separatadatases or within total problem
cases. When a failure is encountered, the systamti@n get a reminding to a
previous similar failure, and use the failure cesanprove its understanding of - and
correct - the present failure.

Index

The “indexing problem” is a central and much foadugmoblem in case-based

reasoning. It amounts to deciding what type of xeseto use for future retrieval, and
how to structure the search space of indexes. Dimdexes, skips the latter step, but
there is still the problem of identifying what typéindexes to use. This is actually a
knowledge acquisition problem, and should be amalyas part of the domain

knowledge analysis and modeling step.
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A trivial solution to the problem is of course teeuall input features as indices. This
is the approach of syntax-based methods withirant&-based and memory-based
reasoning. In the memory-based method of CBR-Talkexample, relevant features

are determined by matching, in parallel, all casethe case-base, and filtering out
features that belong to cases with few feature®@mmon with the problem case.

In CASEY, a two-step indexing method is used. Pnmadex features are general
causal states in the heart failure model that aré @f the explanation of the case.
When a new problem enters, the features are prigrhga the heart failure model,

and the states that explain the features are uséddeces to the case memory. The
observed features themselves are used as secdadames only.

Integrate

This is the final step of updating the knowledgsébwith new case knowledge. If no
new case and index set has been constructed, titeismain step of Retain. By
modifying the indexing of existing cases, CBR syselearn to become better
similarity assessors. The tuning of existing index® an important part of CBR
learning.

Index strengths or importances for a particulaeaassolution are adjusted due to the
success or failure of using the case to solvertpatiproblem. For features that have
been judged relevant for retrieving a successfsécthe association with the case is
strengthened, while it is weakened for features lgwd to unsuccessful cases being
retrieved. In this way, the index structure hasla of tuning and adapting the case
memory to its use.

PATDEX has a special way to learn feature relevaceelevance matrix links
possible features to the diagnosis for which theyralevant, and assign a weight to
each such link. The weights are updated, basedeamback of success or failure, by a
connectionist method.

In knowledge-intensive approaches to CBR, learmitay also take place within the
general conceptual knowledge model, for exampletbgr machine learning methods
or through interaction with the user. Thus, witpraper interface to the user (whether
a competent end user or an expert) a system magnentally extend and refine its
general knowledge model, as well as its memoryast pases, in the normal course of
problem solving. This is an inherent method inAROTOS system, for example. All
general knowledge in PROTOS is assumed to be awhuir such a bottom-up
interaction with a competent user. The case jushkd may finally be tested by re-
entering the initial problem and see whether tletesy behaves as want@d.
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Chapter 4. CBR software tools

4.1 Generally

4.1.1 A classification of CBR applications

In 1995, Althoff and his colleagues suggested asdi@ation method of CBR
application as shown iRigure 7. Under this classification scheme, CBR application
can be classified into two categories:

o Classification tasks.
e Synthesis tasks.

’ CBR Systems H
T
Classification Tasks —‘ Synthesis Tasks —‘
Prediction { Planning Design Planning Configuration
i ——
[ ]

Assessment Diagnosis Process Control

|

[ 1
Medical Equipment
Diagnosis Failure

Figure 7 - A classification hierarchy of CBR applications (Althet al. - 1995)

Classification tasksare very common in business and everyday life.ed case is
matched against those in the case-base from whichnawer can be given. The
solution from the best matching case is then reusethct, most commercial CBR
tools support classification tasks.

Synthesis tasksattempt to get a new solution by combining presisolutions and
there are a variety of constraints during synthebisually, they are harder to
implement. CBR systems that perform synthesis taskst make use of adaptation
and are usually hybrid systems combining CBR withep techniques (Watson -
1997)[19].
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4.1.2 The views of theorists and software vendors for
CBR and CBR tools

Theoreticians might argue that the current surgénierest in CBR is due to the

intuitive nature of CBR and because it may closelgemble human reasoning.
Software vendors might argue that it is because @&#®s have made the theory
practically feasible. There is truth in both vielust certainly the tools have made a
contribution. This section reviews most of the euntly available major CBR tools.

The tools are dealt with in alphabetical order. $ketion concludes with a table that
summarises the functionality of the tools revieWed.

4.2 CBR software tools and applications

4.2.1 ART*Enterprise

ART*Enterprise is the latest incarnation of ART drédnce Corporation’s flagship
development product (currently in Version 2.0 bebaference Corporationl based in
California are one of the oldest established venddrAl tools. Inference market
ART*Enterprise as an integrated, object-orientegliaptions development tool
designed for MIS developer’'s offering a variety presentational paradigms
including:

A procedural programming language.

Objects supporting multiple inheritance, encapsuteénd polymorphism.
Rules.

Cases.

This is all packaged with a GUI builder, versiomtol facilities, and an impressive
ability to link to data repositories in proprietaDBMS formats conforming to the
ODBC standard for developing client-server appioret. Moreover, ART*Enterprise
offers cross-platform support for most operatingtesns, windowing systems and
hardware platforms.

The CBR component in ART*Enterprise essentially the same as that in CBR2 (or
rather vice-versa since CBR2 uses code from ARfréeide its CBR functionality).
However, because developers have direct accesshdéo GBR functionality
ART*Enterpriseis more controllable than in CBR2.
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In conclusion, ART*Enterprise is perhaps the idéabl for embedding CBR
functionality within a corporate wide informationyssem. Although the CBR
functionality itself is more limited than some tedl.e., cases are flat value: attribute
pairs and there is no support for inductive indgkirthe proven knowledge
representational abilities of ART will make it aagbtool for performing complex
case adaptation. It can be assumed that since AR@Harise uses similar code to
CBR2 that its case retrieval times will be as f@stfaster) than those recorded in
Althoff and al's experiments. A small word of wamgi is needed: although
ART*Enterprise is available on the PC platform undéS Windows it is very
demanding on resources - a fast 486 or Pentiumamtiinimumof 32MB of RAM is
required.

4.2.2 Case-1

Case-1 is a new CBR tool from Astea Internationdbéta release of Version 1.0 was
reviewed). The company has a background in progiditegrated sales, support and
service systems. Case-1 was obviously developdd @BR Express in mind and it
shares many of its features. Cases are represestdrbe form text describing a
problem, a set of weighted questions that can oonfir reject a case and a set of
solutions. As with CBR2 cases can be authored bplpevho have no programming
experience. Cases are stored in a relational dsgafyatcom) and the interface is
developed using Visual Basic (Case-1 runs underWigdows). Case-1 does score
over CBR Express in letting case authors have aasgss to the lexicon of words
ignored during text matching, however the prodsgtat as mature as CBR2 and does
not seem to offer any significant functional impeavents. However, the tool is well
integrated with Astea’s other customer supportd@old therefore if you are already a
client of Astea you may be advised to use Case-1.

4.2.3 CasePower

Formerly called Induce-it from Inductive Solutiolrec. CasePower builds its cases
within the spreadsheet environment of Microsoft &x€asePower is a specialised
tool for constructing Excel spreadsheets that @aralysed using CBR. Within the
limited confines of Excel it provides basic CBR ¢tionality mainly suitable for
numeric applications. Symbolic data can be repteskesis ordered hierarchies that are
mapped to numerical ranges. However, for more cexpbn-numerical applications
another CBR tool may be preferable.
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CasePower uses nearest neighbour retrieval aedutes search time by calculating
an index for each case in advance. This can begih process for a large case-base
but it does reduce retrieval times. The system kirogiculates the index for the new
case and compares it against the pre-calculatecemof the case-base. If a new case
is to be retained, the entire set of case indicestbe recalculated. Adaption can be
performed using Excel formulae and macros. Sinyilatl the other features of Excel
are available such as graphing, reporting and DDE.

4.2.4 CBR2 (CBR Express, CasePoint, Generator & Tester)

Produced by Inference Corporation, the CBR2 familgroducts are certainly the
most successful CBR products to date with over@@®D|icences sold world-wide.
CBR2 is specifically tailored to the vertical marké customer support help desks.
The CBR2 family of tools having the following roles

e CBR Expressis a development or authoring environment for cageslso
features a customer call tracking module.

CasePointis a search engine for case-bases developed uBRgEpress.

e Generator is a tool that automates the creation of casesstfase sets of MS
Word or ASCII files.

e Tester is a tool that provides a variety of metrics fosedase developers
using CBR2 .CBR2 uses a simple case structure aif ribcords. Cases
comprise a title, a description, a set of weighgedstions (effectively value:
attribute pairs), and a set of actions. Cases aarstbred in almost any
proprietary database format, although the Raimaldate format is supplied as
a default. CBR2 is network ready and case-basesbeashared across an
organisation’s network CBR2 uses nearest neighlmatching to initially
retrieve cases by matching a users free text qagainst the title and
descriptions of cases in the case-base. A keyrieafuCBR?2 is its ability to
handle free-form text. This was felt to be vitalthe help desk market since it
lets customers describe their problems in their evands rather than being
taken through a decision tree style question asevansession. CBR2 ignores
words such as: and, or, I, there, etc., it can sys®nyms, and represents
words as a set of trigrams. The trigram for cageids: CAR, ART, RTR, TR,
RID, IDG, DGE. The use of trigrams means that CBRXery tolerant of
spelling mistakes and typing errors such as létegrspositions. The trigrams
for cartridge and cartrigdeill still match closely. Although there are obvsu
problems with this lexical approach it is nonetlslsurprisingly powerful and
very useful for CBR2's market.

After an initial set of relevant case are retrieweing the textual matching
retrieval then becomes knowledge guided as quesaom be asked to focus
case retrieval. Developers using CBR2 use an atter{CBR-Express) that
deals with all programming elements of case craaditd editing resulting in a
syntax free environment that lets people withoudgpamming experience
quickly develop case-bases. The interface of CBRr&ss is constructed using
Asymetrix ToolBook version 1.5, and developers witd authoring version of
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ToolBook can obtain access to the source codeeointierface to customise it.
However, this is a non-trivial task and should orde attempted by
experienced ToolBook developers. Otherwise thereaisreal risk of
compromising the functionality of the system (tldvice also applies to
KATE).

During retrieval CBR2 examines a user’s free foent £ntry and matches this
against cases’ titles and descriptions. This regultthe retrieval of a set of
cases. A list of ranked solutions with likelihoodlwes is generated from the
cases and the user is offered these along with af gpiestions. Answers to
these questions help narrow the number of casésndieh leading to a more
accurate solution that is presented to the usethdnevent of a solution not
being reached (CBR2 has a customisable threshdigt)var if a solution is
not satisfactory the CBR cycle is closed by ushwdoncept of an unresolved
case (CASE-1 has borrowed this concept from CBRA).unresolved case
saves the entire transcript of the consultatiorth&@ocase-base administrator
can subsequently find out what that case’s soluti@s and modify the
unresolved case to create a new case.

If you want to integrate or embed CBR2 it is prdgaiore efficient to use
CasePoint as a DDE server application (it is atse available as a DLL). As
a delivery vehicle CasePoint has many advantages GBR Express. A
criticism of nearest neighbour matching is that tase base were large and if
cases had many features it is not an efficientggecHowever, the matching
algorithm that CasePoint uses is extremely fasseaint also supports the
use of a rule-file that identifies keywords in tipgery text and automatically
answers certain questions. It can also order duestso that they best
discriminate between cases under consideration.

4.2.5 Eclipse

From Haley Enterprises Eclipse is a close relab?ART. The forward chaining
functionality of ART, written in LISP, was re-impteent in C by NASA, entering the
public domain as the language CLIPS. In the laghteas Paul Haley, the former
Chief Scientist of Inference, developed a new ARE&-language compatible with
CLIPS. This became Eclipse. Like ART, Eclipse dffebjects, only this time fully
compatible C++ objects, and optimised forward cingiusing the Rete algorithm (an
efficient pattern matching algorithm for implemergti production rule systems).
Eclipse is available for the DOS operating systéfs, Windows, UNIX platforms
and certain mainframe environments. The Easy Reassra module within Eclipse
that offers CBR functionality similar to that ofetlinference products. Eclipse is only
available as a C library (i.e., there is no develept interface) and is therefore only
suitable for experience C programmers. Eclipse supphe usual range of variable
types and offers similar text handling faciliti@sART (i.e., ignoring noise words and
using trigrams to cope with spelling mistakes)etastingly Eclipse also uses stems to
identify, for example, thamagnetically and magnetic all stem frommagnet. Once
cases have been retrieved they can be assertatligsetobjects for adaptation by its
rule-base.
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4.2.6 ESTEEM

ESTEEM, from Esteem Software Inc., was originally written in Intellicorp’s
Kappa-PC. Version 1.4 is now written in C++ and fasown inference engine
enabling developers to create adaptation rulesugports case hierarchies that help
narrow the search. It also supports applicatiolas #tcess multiple case-bases and
nested cases. This means that one can referentteeanase-base through an attribute
slot in a case. ESTEEM also provides control ofittftiction process (ID3) through
feature counting, weighted feature computation.ermefd computation. Nearest
neighbour matching is also supported.

ESTEEM runs on PC Windows and represents excefliyogaod value for money
($495). The developers interface comprises fivepinmeditors that define cases,
customise similarity assessment and retrieval,ndefidaptation rules, import data
from ASCII files of databases, and create simplenfbased user interfaces. Version
1.4 now supports multimedia as a feature type amdbe used as a MS DDE server
for application embedding.

The source Kappa-PC (KAL) code is available fromTEEM and thus lets
developers embed CBR functionality within the Kapgavironment. Moreover,
Kappa-PC code can be exported as C code whichheamlie compiled (using a C
compiler) into a stand alone .EXE file.

4.2.7 KATE

KATE, produced by Acknosoft in Paris, is made upaoket of tools sometimes
referred to as CASECRAFT (i.e., KATE-INDUCTION, KAFCBR, KATE-
EDITOR and KATE-RUNTIME). Development should be B Windows (as the
interface components are made with ToolBook) buplaenent can be on PC
Windows, Mac or SUN.

KATE-INDUCTION is an ID3 based induction systemathsupports an object
representation for cases. Cases can be importedrfrany database and spreadsheet
formats. The induction algorithm is very tolerafihussing data and can make use of
background knowledge. Retrieval using trees geeératty induction algorithm is
extremely fast.

KATE-CBR is the nearest neighbour component of shi#e. Users can customise
similarity assessments and since it supports thee sabject hierarchies as KATE-
INDUCTION the two techniques can be combined.

KATE-EDITOR is a set of C DLL’s that are integratadth ToolBook to form a
customisable developer’s interface. In particuksyeforms can be developed to assist
case entry.
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KATE-RUNTIME is another set of interface utilitighat can be customized with
ToolBook to deliver an application. KATE can alsadelivered as embedded C code.
KATE tools are a powerful set of well integrated ’CBools. Retrieval is extremely
fast (even with large case bases) and can be cisgtdrhy experienced developers.
KATE is one of the few tools to include automagsting routines.

4.2.8 RecCall

ReCall is a CBR trademark of the Paris based Alpany ISoft. This tool offers a
combination of nearest neighbour and inductive ceseeval. ReCall is coded in C++
and is available on the PC under Windows 3.1, onXUWorkstations under Motif,
for: SUN, IBM RS6000, BULL DPX20, HP series 700,daDEC Alpha. It is
designed on an open architecture allowing useasioCBR functionality to their own
applications.

Recall presents an object-oriented language witkortamies, inheritance and
multiple-inheritance mechanisms, typed descriptofacets, deamons, and
relationships between objects (individual casesrapmesented as instances). This
allows users to specify complex domain knowledga structured but modular way,
and to describe cases having noisy, incomplete warakrtain descriptions since
feature values can be inherited. Recall provide#iphel hierarchical indices that are
used for organisation purposes and for efficiergecaetrieval. ReCall provides
different methods for automatically analysing tlase base providing for selection of
indices as well as their organisation. However,eeignced developers can impose
their own organisation.

Automatic procedures are based on inductive tecisigThe automatic procedures
takes into account the domain knowledge definedhm cases, helping users to
develop applications interactively. Similarity furmns take into account both the
properties and values of descriptors, as well agtstral differences between cases.
ReCall uses a variant of a nearest-neighbour dhgorithat improves similarity
computations.

ReCall supports two different adaptation mechanisras default adaptation
mechanism based on a voting principal, and usenetbfadaptation rules. As ReCall
is based on C++, external function calls can previtbre complex adaptation. ReCall
can be interfaced to external applications in paldr with data bases and since
ReCall is available as a C++ library, CBR functiiiyacan be integrated with other
applications. Through the use of specialised g@aptitors, the developer can define
objects, relationships between objects, taxonontieamons and adaptation rules. A
tree editor allows the user to interact directlytbe case organisations in order to
control and modify indices. A user mode allows depers to write adaptation rules
or daemons, whilst a developer mode gives acceas faterpreted language. ISoft
have also recently released a product called A@P ukes case representation and
induction facilities of ReCall for data mining.
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4.2.9 ReMind

Produced by Cognitive Systems Inc. ReMind was dagpexl with support from the

US DARPA programme. It was originally developed tioe Macintosh and has since
been ported to MS Windows and some UNIX platforiReMind offers template,

nearest neighbour, inductive, and knowledge-guidddctive retrieval.

The template retrieval supports simple SQL-likergpgereturning all cases that fall
within set parameters. The nearest neighbour vedriss informed by user defined
importance weightings that can be placed on casertes. Inductive retrieval can be
done automatically by ReMind with no user involvermer the user can create a
qualitative model to guide the induction algoritiimased on CART).

Qualitative models (Q-models) are created graplyidal indicate which concepts
(case features) are dependent on other concepdditafiue weightings can be placed
on these dependencies and ReMind then uses thed®@Htw guide the induction
algorithm (hence knowledge-guided induction) resglin decision trees that more
closely reflect the causal relationship of concepthe cases. Interestingly, different
gualitative models can be created to explore diffetheories about the domain or to
allow what-if questions to be asked.

In ReMind case adaptation is provided by creatidgpsation formulae that adjust
values based on the difference between the rettiamd the new case. These are also
created graphically using a visual programming mégine. Although this takes a little
getting used to the extremely close typing of des¢ures combined with the close
typing of the operators does reduce syntax errors.

ReMind is available as a C library, for embeddingother applications, and as an
interactive development environment. ReMind isexifile CBR tool offering a wide
range of case-retrieval methods along with intergstoncepts such as Q-models and
visual adaptation formulae. It does not have thevgstul text handling features of
Inference’s products and Eclipse, though it doesvide an elementary natural
language capability via a lexicon of terms that banmapped to an ordered symbol
hierarchy. However, in general users are forceddlect rather than describe a
situation. ReMind is perhaps the most flexible &RCtools currently on the market.
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In particular the use of background knowledge ie florm of Q-models and
prototypes to inform the induction algorithm careajty improve the efficiency of
cluster trees. ReMind, however has two major litiotes:

e Cases are stored in an entirely hidden way, thapaabe exported or viewed
by any other application.

e The nearest neighbour algorithm in ReMind is slawg is only suitable for
small case-bases. Inductive retrieval is very miasier, but building a large
cluster tree is extremely slow taking several hdiarsa several thousand
cases.

4.2.10 S3-Case

S3-Case is part of the German company techinno’s@8ronment for systems
maintenance running on PC Windows, Mac, OS/2 amibws UNIX platforms.
Written in SMALLTALK it supports an object orientedodel with inductive (ID3)
and nearest neighbour retrieval and adaptatiofiowaard chaining inference engine.
Rule can also be used to prune the search spaoeebsdtrieval. A simple user
interface can be customised to suit user needrieqred SMALLTALK developers
can embed or extend the functionality of S3-CASH.
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Figure 8 - Overview of CBR software tools and applications
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4.3 CBR shells and development environments

CBR shells are kind of application generators wthphical user interface. They can be
used by nonprogrammer users but the extensiontegration of new components in
these tools is not possible. There is a clear mdiffee between a CBR application and a
CBR shell. A CBR application is a direct implemdiaia of CBR methodology to a
specific domain problem in order to solve this peain On the other hand, a CBR shell is
an application that enables developers to develtgnaain specific CBR application.

In the late 1980’s, the U.S. DARPA program fundeskries of workshops on CBR and
the development of a CBR tools (DARPA — 1991). Tibil became Cognitive System's
ReMind and marked the transition of CBR from puratademic research in cognitive
science and artificial intelligence into the comoiararea.

Many CBR shells have been developed to make tlwyth@actically feasible (Watson —
1997). Figure 9 shows a summary of the key featofethe major CBR shells. In
addition to the previous tools there are three m@BR development environments
CASPIAN, CASUEL and CBR-Works.

Product Platform Representation Retrieval Interface
flat attribute:value pairs Fully featured GUI
ART Enterprise PC, Workstation supporting a full range Nearest-neighbor builder
of variable types
Flat records supporting ~ Nearest-neighbor and Use Netscape
(aseAdvisor PC Windows text and weighted knowledge-guided
questions
Flat records supporting ~ Nearest-neighbor and ~ CasePoint available as a
(BR3 PC Windows text and weighted knowledge-guided DLLor APl and CG
questions scripts
Any ANSI C environment Flat attribute Nearest-neighbor No interface, only
Eclipse supply as a Clibrary
Case can be nested Nearest-neighbor with  Simple form-based GUI
ESTEEM PC Windows inductive weight builder
generation
KATE PC Windows and UNIX Hierachical cases Nearest-neighbor and ~ ToolBook interface can
induction be customized

Figure 9 - A summary of the major CBR shells (Watson — 1997)
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4.3.1 CASPIAN

CASLPIAN (Pegler & Price — 1996) is CBR tool in thablic domain developed at the
University of Aberystwyth in Wales. It was usedths CBR component of the Wayland
system. It has a simple command line interface,clhnt be integrated with a GUI front
end if required. CASPIAN is written in C and camron MS-DOS, MAC or UNIX but
without the GUI. CASPICAN performs nearest-neighbmatching and used rules for
case adaptation. It stores a case-base, includiagtaion rules, in ASCIl file. An
individual case comprises a series of attributesasolution. CASPIAN has an internal
engine sophisticated enough to allow its use instdal applications.

4.3.2 CASUEL

CASUEL (Manago & al. - 1994), the Common Case Regmttion language developed
by the European INRECA project (Integrated Reagpritom Cases), is the interface
language between the INRECA component systems. dfso intended to serve as the
interface language between the INRECA integratastesy and the external world, and as
a standard for exchanging information between tflaggon and diagnostic systems that
use cases. CASUEL is a flexible, object-orientedmi-like language for storing and
exchanging descriptive models and case librarie&S£SII files. It is designed to model
naturally the complexities of real cases. CASUEpresents domain objects in a class
hierarchy using inheritance, slots being used tsculee the objects, with typing
constraints on slot values, as well as differemidki of relationships between objects.
CASUEL also supports rule formalism for exchangeage completion rules and case
adaptation rules, as well as a mechanism for defisimilarity measures. CASUEL is
more concise than flat feature values vectors éprasentation of objects with a large
number of potentially relevant attributes of diffet types, only a few of which are
applicable to any given case. Its use reducesuh#ar of information-gain calculations
needed for induction systems or similarity compatet required for case-based
reasoning. CASUEL does not require applicationsuge all of them. CASUEL is a
keyword-driven language that allows different sgsteomponents to ignore irrelevant
definitions. CASUEL is also open in the sense thewv features can be defined, if
necessary for a particular kind of application @finponent (Watson — 1997).
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4.3.3 CBR-Works

CBR-Works can be seen as a CBR-shell providingedessary tools to model, maintain,
and consult a case base (Schulz — 1999). CBR-Wamkees from the German company
TECINNO, running on MS Windows, Mac, OS/2, and gasg UNIX platforms. Written

in SMALLTALK, it supports an object-oriented modahd flexible retrieval methods. It
also supports the definition of concept and typardichies to help define similarity of
symbolic concepts. CBR-Works includes an attribetitor, a rule editor, similarity
criteria editor, distributed processing support asdeasily integrated to existent
applications. CBR-Works can import case-bases fidirosoft Excel and in the
CASUEL case formatFigure 10 shows a summary of the three discussed CBR
development environments.

Product Platform Representation Retrieval Interface
CASPIAN DOS, MAC, or UNIX Attribute-Value for Nearest-neighbor Can be integrated with a
feature representation GUI
CASUEL Portable Frame-like language for Not Applicable Not Applicable
storing and exchanging
descriptive models as
ASCII files
CBR-Works MS Windows, MAC, or  Flat records supporting  Nearest-neighbor with Fully featured GUI
UNIX text and weighted support of feature
questions weights

Figure 10 -A summary of the major CBR development environments
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4.4 Case Based Reasoning object-oriented frameworks

Most of the CBR tools presented in scientific papam to provide Application
Programming Interfaces (APIs) which provide a $étnctions that deal with CBR
algorithms and methodologies. They intended to pehgrammers to embed these APIs
in their application development (Jaczynski & Treeis- 1998). Usually these APIs can
be extended by the programmer to modify the pralalgorithms. However, none of
these tools are designed to provide an open dawaopenvironment that lead users to
more uniform tool at the level of design. The cqoted object-oriented frameworks has
been introduced in the late 80’s and has beenetbfis “a set of classes that embodies an
abstract design for solutions to a family of retgpeoblems, and supports reuses at a
larger granularity than classes.” (Johnson & Fedi@88).

The goal of a framework is to capture a set of epterelated to a domain and the way
they interact. In addition a framework is in cohwba part of the program activity and
calls specific application code by dynamic methodling. A framework can be viewed
as an incomplete application where the user ondythi@pecify some classes to build the
complete application.

Frameworks allow the reuse of both code and ddsiga class of problems, giving the
ability to non-expert to write complex applicatiasickly. Frameworks also allow the
development of prototypes which could be extendetthér on by specialization or
composition. A framework once understood, it campelied in a wide range of domain,
and can be enhanced by the adding of new components

Before exploring the CBR frameworks, there are spmoiats inside the framework that
need to be addressed (Jimenez-Diaz & Gomez-Albar2004):

e Users must know the type of application which ttaerfework can be used. Users
should understand whether or not the applicatiaiidcbe developed based on
their choice of the framework.

e The mapping between application domain conceptdrantework classes should
be well studied to avoid the normal indirect mappdetween domain entities and
framework class.

e The framework users need to know behaviour of eteswithin the framework
in order to identify the hierarchy of classes thdk be involved in the design of
the application.

e Users need to study carefully the communicatiowbenh the classes of the
framework in order to avoid the integrity probleffriloe framework.

e Some problems like the duplication of functionahtyd extension of some parts
of the framework can be avoided by the knowledgashework architecture.

The following is a discussion of three object-otezh CBR frameworks CBR*Tools,
CAT-CBR, and JColibri. Their architecture and hoBRCmethodologies are applied in
them, is being discussed.
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4.4.1 CBR*Tools

CBR*Tools is an object-oriented framework for CBRigh is specified with the Unified
(Jaczynski — 1998). Modeling Language (UML) notat{Booch — 1994) and written in
Java. It offers a set of abstract classes to mbédeanain concepts necessary to develop
applications integrating case-based reasoning igebs: case, case base, index,
measurements of similarity, reasoning controlldbaffers a set of concrete classes
which implements many traditional methods (closesghbours indexing, Kd-tree
indexing, neuronal approach based indexing, stasdamilarities measurements).
CBR*Tools contains more than 220 classes dividegsvimmain categories: the core
package for basic functionality and the time paekiag the specific management of the
behavioural situations. The programming of a nepliegtion is done by specialization
of existing classes, objects aggregation or bygugie parameters of the existing classes.
CBR*Tools delegates each CBR step retrieve, raesese or retain to a different object.
Each class defines an abstract interface to ao$tdge reasoning while the Reasoner
class defines how to control the reasoning. The diesses must be specialized to
implement a specific reasoning. The Reasoner elé®ss the implementation of
different reasoning control methods. In order tsuga that the reasoning step
implementations and the reasoning object are cemsjshe ReasonerFactory class is
provided.Figure 11 shows the class diagram of CBR*Tools object model.

Reasonsr

Fepsanarr aciory

Reasaner (ReasonerFactary
4rzazon {Problem] : Solubon

Yreason (Problem stopAt] . Reasoning
“resume (Reasoning) : Salution

SnewRstrieve {) - Retrieve
SnawRsuse (1 Reuse
YnewRzvisa () ; Revise
SnewRatain ) : Retain
SriewRpasoning () | Reasoning

Hatnave Betain
“retreve (Reasaning) | : Sratain (Reasoring)
Heuse Pavise
“reuse (Reasoning) Yravise (Reasoning

Figure 11 -CBR*Tools Object Model
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4.4.2 CAT-CBR

CAT-CBR platform uses a library of CBR components guide the user in the
development of a CBR application (Abasolo & al.002). These components describe
the different tasks that can appear in a CBR sysiednalso the problem solving methods
that can be applied to these tasks. The CAT-CBRaqpia has been developed on Noos
platform (Arcos — 1997). Noos uses feature termgpesentation language.

Universal Problem-solving Methods Language (UPMAB} tbeen used to describe the
CBR components used inside the framework (Abasbkl.e2002). Two levels can be
differentiated in a component description: a spegaiion level in which UPML is used
and an operational level in which the Noos is used.

CAT-CBR uses two processes to enable users to aeval CBR application the
configuration process and the operationalizationcgss. The configuration process
focuses on selecting different components and adimgethem in order to specify an
application. CAT-CBR has an interactive tool whesers choose the components that
need to be included in an application. This todbusit over a CBR system that guides
and gives support to users during the configurapoocess. The operationalization
process takes an application specification and rgéeee an executable application. The
platform generates a file that links with Noos noeth following the structure of the
configuration of componentgigure 12 shows the process of developing a CBR system.
It is done in three steps: Configure, enable, arate

@
E;& -‘__-__‘__‘___"“‘-'- { Domain Models
User Requirements ‘ " . T: B .. J
u —
CAT-CBR platform Application
58 o
, _. . + Enabler B |: H H ” H [[ ”
‘ Configure > Enable
o
Configuration )
Case Base chr-can Library J_]
— g

................................................................................... -

Figure 12 -CAT-CBR process of developing a CBR system (Abagoéd. — 2002)
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The goal of the Configure step is to decide whiethhique will be used in the CBR
system. Only general information about the desi@8R system is required, this
information is about general objectives (i.e. diggsor performance characteristics (i.e.
noise tolerance). As result of the configure stesgrs get a configured CBR system, this
configured CBR system is a task-method decompaosdiocomponents from the CAT-
CBR library. This configured system specifies aldaich models will be used by each
method. The goal of the Enable step is to link ¢befigured system with the concrete
domain. In this step user have two options, fitsty can assign the concrete models that
the configuration needs to be carried out, sectived; can use methods to acquire these
models that the configuration needs and they atecmwently available. Finally in the
Enacting step, the configuration and models willttzenslated into an executable code.
As the platform is developed over Noos framework thsultant code will be Lisp
functions. Once the configuration is operationalthe application can run to solve new
problems.

4.4.3 JColibri

The application framework of JColibri (Bello, Tometsal. - 2004) comprises a hierarchy
of JAVA classes plus a number of XML files. Therfrawork is organized around four
main elements: tasks and methods, casebase, aadg®oblem solving methods.

Tasks and Methods: XML files explain tasks supported by the framewankd the
methods to solve these tasks.

Tasks are the key elements that represent the thgtied and can identify it by name and
description in an XML file. Users can add taskie framework at anytime.

Case Base:JColibri has a memory organization interface degumes that whole case-
base can be read into memory for the CBR to wotk Wi It is not feasible for big size.
JColibri implemented a new interface who allowsiesing cases enough to satisfy a
SQL query. A second layer of case base is a datetste which will organize cases after
they loads into memory. The two layer approachffisient enough to allow different
strategies for retrieving cases.

Cases:JColibri represent cases in a very simple way.a8ecis individual which has
number of relationships with other individuals. feawork is supported by different data
types which define any simple case.
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Problem Solving Methods:JColibri deals with the CBR methodology as follows

e Retrieval: Main focus of methods in this category is to fiichilarity between
cases. Similarity function can be parameterizedutin system configuration.

e Reuse: A complete design where case-based and slot-badaptation can be
hooked is provided.

e Revise:ltis not supported by jColibri framework.

e Retain: Process of updating the case base is totally basathplementation of
the case badéO0].

4.4.4 CLAVIER

CLAVIER is a CBR system developed at Lockheed Nikssand Space Company that
was one of the first commercially fielded CBR apations (Hennessy and Hinkle —
1992). This CBR system is used to help autoclaveraiprs in arranging composite
aircraft parts for curing in a convection autocla@&AVIER acts as a collective memory
for Lockheed and as a uniquely useful way of tramgfg expertise between autoclave
operatives (Watson — 1997).

4.4.5 FormTool

FormTool is a CBR system has been used since 199&dmeral Electric (GE) for

determining what colorants to use for producingpacgic color of plastic. FormTool

helps GE save lots of money and has become thapyitool for creating color matches
at GE Plastics sites (Cheetham and Graf — 1p®])
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4.5 Web-based CBR

With the advent of the World Wide Web, the Interpetvides a powerful approach to
assist users in finding information and carrying ioteractive access to the useful source.
Currently, most CBR systems are loaded on the lmcathine and run under the
individual operating system. This creates probleshsinconvenience and high cost
(Watson & Gardingen — 1999). Web-based CBR apjbicat offer a promising
alternative. The Internet permits access a CBRemystith a web browser without time
and location limits. It also provides a more powkrhteractive style. Web-Based CBR
also suggests several other advantages over thisdnal CBR systems:

e Platform-independence. Users need not worry abbat glatform since the
Internet permits a single shared web-based apjglic&t be used on any platform.

e |t has response-time advantages for the user (Caydk — 1998). The web-based
CBR can speed up, assist users in finding or carifig the distributed on-line
information irrespective time and location.

e |t is a great tool for business, especially in thalm of e-commerce. The web-
based CBR provides expert advice over a network astd as assistants for e-
commerce and sales support service.

e |t is much easier to gather new experience andtagtia case library. It cuts the
cost of system maintenance since there is a siogigralized case library.

To further investigate the web-based CBR applicatithis thesis describes an
implementation of a web-based CBR shell, I-NaCoD@ternet-Navy Conversational
Decision Aids Environment). I-NaCoDAE is an exteamsiof NaCoDAE, a non-web
based conversational CBR system (Aha & Breslow 97)19The goals of the thesis
project were the following:

e Design and implementation of a web-based CBR shell.

e Design and development of a web-based Graphic Wderface for the CBR
shell.

e Development of a generic client-server model fa& @BR shell that attempts to
balance the load between the client and the sesweording to the current
network conditions.

I-NaCoDAE was implemented in Java, an object-oggnmultithreaded and platform-

independent programming language. Businesses kBawvgnized the potential of Java on
the server that Java is inherently suited for lazclient/server applications. The cross-
platform nature of Java is also extremely usefuldmanizations. Based on the above
considerations, Java was used as the programmimgidge to develop the client-side
application (applet) and the server-side applicatiand to implement the CBR shell

system desigfi9].

54



4.6 Intelligent and Integrated Ticketing Manager
(I2TM) application example

The Spanish company TISSAT S.A. runs a Technolognpdgement Center (TMC) that
offers customer support, communication and Inteseevices for public administration
organisms and private companies. TISSAT works eitlvgh problems related to
computer errors or with other domains, such asrnteenational emergency phone 112 of
Valencia (Spain), which covers the emergencies wa&r dour and a half million of
citizens. TISSAT attends to customer requests vizlhcenter. This call center can
receive queries via phone, e-mail, Internet or Tébere is a maximum time to provide a
correct solution for each query. This time is agrbetween TISSAT and its customers in
the Service Level Agreements (SLA’s). When the mmaxn time to solve a problem is
exceeded, the company is economically penalizedrder to efficiently manage its call
center, TISSAT has developed a help-desk toolkiedd2TM (Intelligent and Integrated
Ticketing Management). I2TM manages customer rdgquestegrates the available
channels to make a request and manages the inyemto system also helps operators
to solve new problems by searching for solutiorezessfully applied to similar problems
in the past. This will ease their work and thugytlwvill be able to provide quicker and
more accurate answers to customer problems. Iir twdmpe with this functionality, we
have developed a tool called CBR-TM (Case-Basedséteag for Ticketing
Management). This tool works as a separate modulleeol2TM system, which allows
making changes in the 12TM implementation withofféeting the CBR-TM module and
vice versa.Figure 13 shows the overview of the entire system. 12TM &BR-TM
communicates and synchronises their data via weficeecalls.

| — —
™, y—
| —
- S
Tech service and operalors
Customers 12TM Systam Wahb Sarvice CBR-TM

Figure 13 —I2TM system architecture
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Before the implementation of the CBR-TM module ahd new I12TM system itself,
some weaknesses to improve in the call center tperaere identified. On one hand, it
was necessary to save the knowledge and experadrnbe operators in an appropriate
format (previously it was simply written in handitten notes or in reference manuals
that were usually out of date). This would avoidithg valuable information whenever
the operators leave the company and it may alsaidesl to train new operators.
Moreover, the information about problems that hadrbalready solved by other operator
was not available on-line and the operators lasetsolving them again. On the other
hand, the information to manage comes from a waage of domains and data types. In
order to facilitate the update of the CBR-TM modwdach phase of the reasoning cycle
(Retrieve, Reuse, Revise and Retain) is implemeased plugin algorithm. Thus, CBR-
TM is a flexible system and any change in the aflgors that implement the phases, or
even the introduction of new algorithms, does rifgich the entire CBR-TM system. The
specific algorithm that has to be used in each @lwspecified in a XML configuration
file. The following sections describe with more alethe reasoning phases of the CBR-
TM module.

4.6.1 Data acquisition

An important task in this project has been to obtaitest database to validate our CBR
system during its development. In order to extthd information, we analysed the old
call center database. The registers of the datafim&ets) contain information about
previously solved problems. Therefore, a tickebim system is a new case to solve. The
data structure in CBR-TM and the relations with #teucture of the new databases of
I2TM is shown inFigure 14
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Figure 14 —Overview of the data structure in I2TM and CBR-TM

TISSAT maintains a non-disjoint tree (Typificatidinee) that contains the taxonomy of
the problem types (categories) in a hierarchicaleor(from less to more specific
categories). These categories are set by TISSA€ndipg on the application domain of
each project managed by the company. The first lesges of the tree represent projects
and the nodes below them are the categories oé thagects. The CBR-TM module is
able to reread the tree whenever a new projeaddedior any category is modified. In
this sense, CBR-TM is a multi-domain system ablewvtwk with different types of
problems. TISSAT also maintains a database of aissteequestions that the operators
ask to the customer when a query is made. Theseeashisre saved as attributes in a
database and they provide more specific informagibout the problem represented by
the categories. In addition, TISSAT registers sssfidly applied solutions in a
document database. In CBR-TM, a case is the pqoddtyepresentation of a set of tickets
sharing the same categories and attributes. Eash has one or more associated
solutions. One solution of the document databaseatso be associated with more than
one case. CBR-TM stores the cases in a case-base.
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4.6.2 Retrieve

The first step when CBR-TM is asked to solve a tieket is to retrieve a set of cases
from the case-base that are related to the sanidepnoas the ticket. I2TM uses a web
service call named GetSolutions to start this psda the CBR-TM module. The call
needs as parameters the values of the ticket#t#sland its categorisation. The retrieval
process comprises three steps: Indexation, Ma@pdgdSimilarity calculation. At the end
of the retrieval phase, a list of cases sorteditjlarity with the ticket is obtained. This
phase is implemented through three different tyggdugin algorithms: the Indexer, the
Mapper and the Similarity algorithms.

The Indexer algorithm hierarchically organises dases of the case-base in order to
facilitate their retrieval. Currently, the operaqgrerform the indexation by categorising
manually the ticket.

The Mapper algorithm explores the Typification Tteeretrieve the category nodes of
the ticket and its predecessors (since upper casagons represent more generic
problems, but they are also related with the carpeablem and their solutions might
also be suitable). Then, the algorithm searchéisdrcase-base and retrieves all the cases
with either the same categorisation as the ticketmore generic one.

Once the set of similar cases has been selectedsatrted by similarity with the ticket.
The Similarity algorithm performs this arrangemetiere arises the problem of finding
the similarity between cases that share some @ittisband have different ones. Note that
the cases associated with different categoriebefTypification Tree can have different
attributes. Moreover, there are many possiblebaitiei types. The attributes can also have
missing values, which makes more complicated theulzion of the similarity between
cases. In order to test the CBR-TM module, we had@apted and implemented some
similarity measures: two similarity measures basadthe Euclidean distance (classic
Euclidean and Normalized Euclidean) and a simylarieasure based on the ratio model
proposed by Tversky. In addition, we have implereéra set of distance metrics that
allow us to work with different attribute types (naric, nominal and enumerated). The
Similarity algorithms use the distance metrics tonpute local distances between the
attributes of the cases, and the similarity meastoecompute global distances between
the cases (the similarity between the cases). lgjriak set of retrieved cases is sorted by
means of a k-nearest neighbour algorithm.
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4.6.3 Reuse

The reuse phase is implemented by means of th@i@oBelection plugin algorithm. At

the end of the reuse phase, we obtain a sortedfIgilutions to apply to the ticket. First,
the Solution Selection algorithm proposes the gmist of the most similar case to the
ticket, sorted from higher to lower degree of duiltey. Next, it proposes the solutions of
the second most similar case, and so on. Notethatsolutions themselves are not
adapted, but proposed directly in a specific otdeuse them to solve the current ticket.
When this process is finished, CBR-TM answers te¢SGlutions web service call and
returns it with the list of proposed solutions dhelir associated suitability for the ticket.

4.6.4 Revise

In the revision phase, the 12TM system uses thesdQuoestion webservice call to report
to the CBR-TM module the customer degree of satiiefa with the proposed solution.
The tickets that were not requested to CBR-TM, dmlved directly by the operator, are
also reported. This phase, implemented by meanthefRewarder plugin algorithm,
helps CBR-TM to improve its performance. When CBIR-E reported a solved ticket, it
performs the retrieval phase in order to discovéreter this ticket has already a
prototype case in the casebase. If such case exidtthe solution applied to the reported
ticket is already associated with this case, thgrese of suitability of this solution is
increased. Otherwise, the new solution is assatiaith the case. If there is not a similar
enough case in the case-base, a new case witlolitsos is created. The similarity
threshold has been found experimentally and ittsanhanged to any desired value. Note
that the retrieval phase would be avoided hereeifwere able to know which case was
used to propose its solution to solve the ticketrédver, this solution could be penalized
if it does not fit the ticket. However, we considbat in the current implementation of
our system this is not appropriate. On one harel(BR-TM module may be reported a
ticket that was not requested previously to the uiadin this situation we have to
perform the retrieval phase in order to check éréhis a similar case in the case-base or,
otherwise, to create a new one. On the other hi#nd, possible that CBR-TM had
proposed an invalid solution but it had not madg amstake, since this is not a
completely automated system and, for instance, dperators can fail in their
categorisations. Moreover, do not use a proposkdi@o does not necessary mean that
this solution is erroneous, but the operator masetwnosen other solution for any reason.
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4.6.5 Retain

As it is explained above, each time that a ticketdlved, the 12TM system reports back
to the CBR-TM module. The retention phase is atswedoy means of the Rewarder
algorithm, which checks if it is necessary to ceemhew prototype case for the ticket.
Therefore, the retention phase can be viewed assequence of the revision phase. If
the ticket that has been reported to CBR-TM issnwilar enough to any case of the
case-base (it exceeds the similarity thresholdgva case will be added to the case-base.

4.6.6 Evaluation

Using the Ticket Databaskeas been run several tests to validate the CBR-Tdute.
The tests have been performed using a cross-partéchnique, separating the ticket
database into two databases for training (loadiegcase-base) and testing the system.
This test has been made to check on the computerdamain the behaviour of the
similarity measures implemented. Therefore, thtsteave been repeated setting the
system to work with a different similarity measeach time. First of all, the system
performance has been checked. This performancéomafluenced by the size of the
database or by the number of customers performimnglgneous requests.

Figure 15 shows that as the number of tickets in the databasd to create the case-base
of CBR-TM increases the mean error in the answetisd requests decreases. Note that,
is being performed a supervised learning, it isstadered an error when CBR-TM does
not propose the same solution as the one we haveded in the Ticket Database for the
ticket that has been requested. It demonstratéstfigamore problems CBR-TM solves,
the more it increases its knowledge to solve negson

Figure 15 shows the response time of the CBR-TM module vihemumber of
customers performing simultaneous requests incseadnough in this test it is
considered that the customers are making the rexjaksost at the same time, CBR-TM
is able to answer all of them quickly. With regémdhe behaviour of the different
similarity measures, their performance in this donmsalmost the sanf20].
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4.7

Althou

CBR application domains

gh CBR is a relatively new Al methodology,merous successful applications

exist in the academic as well as in the commedoatain. Already in 1994, Watson and
Marir reported over 100 commercially available C8pplications. The domains of these
numerous CBR systems reported in the literaturéheréollowing:

Interpretation as a process of evaluating situations/problemsoimescontext
(e.g., HYPO for interpretation of patent laws pregod in 1991, KICS for
interpretation of building regulations proposedlBB4, LISSA for interpretation
of non-destructive test measurements proposeddf)19

Classification as a process of explaining a number of encounteyeaptoms
(e.g., CASEY for classification of auditory impaiemts proposed in 1989,
CASCADE for classification of software failures pased in 1992, PAKAR for
causal classification of building defects proposad 1994, ISFER for
classification of facial expressions into user wedi interpretation categories
proposed in).

Designas a process of satisfying a number of posed @ntdr(e.g., JULIA for
meal planning proposed in 1992, Déja Vu for corsafitware production
proposed in 1996, CLAVIER for design of optimal days of composite airplane
parts proposed in 1996, EADOCS for aircraft padelsign proposed 1997).
Planning as a process of arranging a sequence of actiomsén(e.g., BOLERO
for building diagnostic plans for medical patiepteposed in 1993, TOTLEC for
manufacturing planning proposed in 1993).

Advising as a process of resolving diagnosed problems, (BI§CIDER for

advising students proposed in 1987, HOMER — a CA/Ahelp desk proposed
in 1998)[16].
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CHAPTER 5: CBR in education

5.1 Case Based Reasoning for Intelligent
Tutoring System (ITS)

5.1.1 Introduction

Online learning with Intelligent Tutoring SystenT §) is becoming very popular where
the system models the student’s learning behawidmpaesents to the student the learning
material (content, questions-answers, assignmeasyrdingly. In today’s distributed
computing environment, the tutoring system can tadkeantage of networking to utilize
the model for a student for students from otherilamgroups. Next it is presented a
methodology where using Case Based Reasoning (OBR)provides student modeling
for online learning in a distributed environmentiwihe help of agents. It is described the
approach, the architecture, and the agent chaistaterfor such system. This concept can
be deployed to develop ITS where the tutor canawhd the students can learn locally
whereas the ITS can model the students’ learniogadlly in a distributed environment.
The advantage of such an approach is that botleéineing material (domain knowledge)
and student model can be globally distributed #mnisancing the efficiency of ITS with
reducing the bandwidth requirement and compleXitye system.

Themajor challenge in teaching is to improve bothringional productivity and learning
quality for large and diverse population of studemtder real world constraints such as
limited financial resources and insufficient numigr qualified instructors. Different
researches in the field suggest that students whoeagaged in learning through
intelligent tutoring processes are more likely thiave success. Since mid 90’s, few
educational system models were web based and Usgdwvith student modeling in
distributed style. In past decade, researchers fidfarent disciplines have come out
with systems which define and classify differenacl@ng and learning styles in
distributed environment.

Following it isconceptualized a Case Based Distributed StudeneMuag(agent based)
ITS architecture to support student-centered, [g@tked, and highly interactive learning.
In this system the first step in building an effeetlearning environment is building a
case base where the system maintains a rich gstsek (scenario) of student’s learning
pattern, and employs an efficient and flexible cagaeval system. This maximizes the
interactivity between the ITS and the students @arstomizes the learning process to the
needs of an individual student. The system musthestudent’s learning profile such as
learning style and background knowledge in selg¢ctorganizing, and presenting the
learning material to support case based learninglsb supports personalized and more
intensive interaction between the student andTise |
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Distributed CBR based student modeling enables tagamelivery of educational
contents and facilitates automatic evaluation @frieng outcomes. The system also
incorporates a new approach to course content magon and delivery, which can be
developed, based on distributed and agent bas&ddtisnal components. Instructional
components represent the customized interactiv@ptation of any topic of a subject or
different subjects.

5.1.2 Proposed system for distributed Case Based Reasogin

The proposed system is based on finding a caséstkamilar to the learning domain of a
past student in a distributed environment. Theesgstonsists of a number of specialized
agents with different expertise. Each student hasnigue Personal Agent (student
profiler) that manages the student’s personal leroincluding knowledge background,
learning style, interests, courses enrolled in, € other two agents in the system are
Teaching Agent and Course Agent and they communicate with each other through
different communication channels situated in arittisted environment.

The model of communication between agents is showigure 16. A web based course
is supported combinedly by Beaching Agent and urse Agent that manage course

material and course-specific teaching techniquesstudent modeling strategy. Multiple
course agents exist on distributed sites to progdEater efficiency, flexibility, and

availability.

Bavinaa] et -~ » Tesik
Fersonal &gent Teaching Agent
v 4 &
\ /
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¥ Oenren -
T (Course Agent ——

Student Tuter

Figure 16 -Communication model among Agents

The Teaching Agents can talk to anyCourse Agent, and often choose one nearby for
better performance. Theourse Agents also act as mediators for communication among
students and tutors. Peaching Agent interacts with a student and serves as an intallige
tutor of a topic or course. From Gourse Agent, eachTeaching Agent obtains course
material and course specific teaching techniqudslaen tries to teach the material in the
most appropriate form and pace based on the baskdrand learning style of the
student.
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Lecture notes, presentations, multiple exampleth different difficulty level are used to
make difficult concepts and operations easy to tstded.

The following characteristics specify the attraetiess of this CBR based distributed
student modeling:

1)

2)

3)

In the learning environment students, tutors andesponding student learning

material are distributed across the entire netwShkilarly, the potential users as
student or as tutor are also widely distributed.

The student’s behavior, corresponding backgroundwkedge, and skills are

dynamic, and accordingly the learning material tgathing methodology of the

ITS are also required to be dynamic in naturethey depend on case to case
basis.

Students have different backgrounds, learningualtitand personalities. Students
generally attempt to register in various courseshatsame time. In this case
coordinating learning on different topics for eastlident enriches the learning
experience with in different environment. This isspible using CBR based

distributed student modeling through personal afi#8ijt

5.1.3 Student modeling in distributed environment

The process of student modeling is showrFigure 17. The following activities take
place during the student modeling when the stuthéerttacts with the system.

1)

2)
3)
4)
5)
6)
7

Selection of topic by the student and getting stitdebackground by presenting
problems to the student.

Analyzing the student’s response by the system.

Selection of case by the system based on the regpon

Adaptation of the case by the system (if new tleawvé the case).

Achieving the knowledge component of the studendehthrough case retrieval.
Generation of teaching strategy by the system.

Presenting the next problem/content to the student.
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Figure 17 -Process of student modeling

CBR based student modeling system can be dividiedtimee parts. A case based ITS
(Intelligent Tutoring System), a student interfanedule and the instruction processing
engine or agent communication system. The ITSvigléd into a student module, a tutor
module with expert module (human-tutor interacti@nd an interface. The student
module consists of a case base, which is based omeaalay or bug part library system.
The interfaces of student module, tutor module eake based student modeling reside
on every node of the networkeaching Agent indexes all the cases globalRersonal
Agent or student profiler maintains static backgroundifggsuch as GPA or percentage,
majors, interests and course taken) and the stsddgbhamic profile based on their
interaction. The agent is responsible for indexafighe registered or aspirants students
(learners) with their personal profiles globallyhelCourse Agent manages the course
material as per student’s requirement deaching Agent decides the topic or lessons, to
be supplied to the students according to studgr@i$ormance. The student modeling
keeps the record in case base for future referandemanages the student performances
and course material accordingly. The nodal architecof the proposed system is shown
in theFigure 18.
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The design of such a case based student modelstgnsyrequires algorithms for the
following operations:

1) Case creation in active case base.

2) Case indexing in active case base.

3) Update case in case base.

4) Adaptation of cases in the case base.

5) Case storage.

6) Pattern matching of case in case base or retrigwases from case base.

7) Checking duplicate case from case base.

8) Case deletion from case base and storing the detatgein to archive for future
reference.

Let us think of a scene of leaner at nadateracting with the ITS. Nodecan be a
standalone user or can be a school with LAN. If shedent is the first time user then
he/she is registered with the system. Heesonal Profile Agent maintains the user
profile. The session starts and student modelitigites initialize. The past performance
is evaluated first and thereaft®eaching Agent suggests the topic. The component of
Teaching Agent is shown inFigure 19.

Teaching Agent

Fedagogy
Maodule

Course Agent e—u- Student Profiler
i > (Personal Agent)

Domain Expert
Madule ~

Figure 19 -Teaching Agent component
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The Course Agent retrieves the appropriate topic first at the lavadlei and presents the
material to the student. If the appropriate togintent is not found at nodehe Teaching
Agent thensearches the appropriate content from the entire networkwite help of the
course index’s. The students’ learning is accebggaresenting questions to the student.
The response is analyzed and freesonal Agent matches the leading style with the cases
present in the case base which is stored in dig&rdomanner with the help of global case
index. If the case is new i.e. there is no simtkse stored within entire network then this
case is stored as new at nddend its one more copy is stored at some anothes food
fault tolerance. This is the responsibility of tBeurse Agent to manage this storage.
Thus the whole system is managed in the distribete@ronment with just three agents:

1) Student profiler or Personal Agent.
2) Teaching Agent.
3) Course Agent.

The major characteristics of the system are:

e The system is fully distributed (not bounded withy anetwork topology) i.e.
domain knowledge and strategic knowledge both telolted.
Reduces the need of large storage spaces at the sit® to store all the cases.
Redundancy (duplicacy) is maintained for fault tafeee. Load balancing of the
cases is achieved at each node by the storage prapag Later one can research
on optimum redundancy parameter.
Case indexing is fully redundant on all nodes.
If the node is a LAN, the domain knowledge candmlized and case base can
be global23].
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5.2 Case-based tutoring in virtual education
environments

Virtual education environments are gaining poptya@as tools to enhance student
learning. These environments are often used tavadimdents to experience situations
that would be difficult, costly, or impossible ihet physical world. North Dakota State
University (NDSU) provides students with environngeto enhance their understanding
of geology (Planet Oit), cellular biology (Virtu@lell), retailing (DollarBay), and history
(Blackwood). In order to maximize the learning patal of each individual student, an
ideal environment needs to provide customized lessmthat student based on his or
her individual performance. One method to addressrequirement is the use of case-
based reasoning software. This software is usendoitor student performance, track
progress throughout an environment, compare tfdestuo other students in the same
environment, and create customized tutor dialogotomunicate this information to the
student in the form of individual tutor lessons. é&xample of case-based lesson building
software that meets the above requirements cabseneed in the current DollarBay
retailing environment.

The traditional teaching environment is usuallyutlat to be that of a classroom: a single
teacher giving lectures to a group of students ate expected to use their notes and
textbook to prepare for periodic examinations aechdnstrate that they have learned.
Technology provides an alternative to this scenddioe of the ways technology can be
used to supplement learning is through the construof virtual education environments
to simulate scenarios that may be difficult fordemts to experience in the physical
world. Using the Internet, students can accesetheslds remotely, be it in a classroom
or in the solitude of their own dwelling. At Noribakota State University (NDSU), the
World Wide Web Instructional Committee (WWWIC) iagaged in research aimed at
developing virtual education environments to assisthe education and growth of
students. Some of the key factors that lead toemscof these environments at NDSU are
the use of graduate and undergraduate studertie mhetvelopment process, the use of the
environments in actual classes, and the applicatfdmowledge from one environment
to the others. One of the major goals of WWWIC aeske is to find ways to provide
tutoring agents to communicate “expert storiesStiadents as they progress through the
environment. These agents should monitor the studehsend advice on an “as needed”
basis while being careful to never insist uponlock any course of action (Slator et al. -
1999).
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Although several of the virtual education enviromtseat NDSU provide some basic
tutoring functionality to students, none had impésted a completely functional case-
based system except DollarBay. This system prowdegplete analysis of student
behavior based on selected attributes and a medssigery mechanism. Following it is
described the design and functionality of the dassed tutoring system implemented in
DollarBay. This system provides the means to geéegparsonalized lessons for each
student participating in the DollarBay environmédntaddition, it provides a framework
that may be used to implement similar functionality the other virtual education
environments at NDSU with a minimum of coding. ThellarBay simulation is based
upon a client/server paradigm.

The server side of DollarBay consists of a servesgram and a database. It is
permanently connected to the Internet and allowsraisers to connect at any time, from
any location, to the DollarBay environment. Theathaise for DollarBay is implemented
in LambdaMOO (Curtis — 1997). The database conteépsesentations of all of the
objects in the DollarBay environment, including €O programs necessary to give
the objects their specific behavior. On the cliside, the student interacts in the
DollarBay environment by using a graphical useerifaice (GUI). The GUI window is
generated by a Java applet and serves as the tiomtecthe LambdaMOO server. This
allows the student to interact with the environmlentpointing, clicking, and selecting
objects as well as typing tej@4].

5.2.1 Playing the DollarBay game

As players engage themselves in the DollarBay gahey, are assigned a location and
must decide what to sell, what level of serviceofter, how much to spend on
advertising, how much to stock, who to buy fromdamhat price to set to appear
attractive to the customer agents (Slator & FareoqlO98). In order to simulate an
economic environment, time is divided into “virtuakeks”. Each week the customer
agents are given a shopping list representing &’s/egorth of demand for various
products. After each week has concluded and thepshg lists are exhausted, each agent
assigns new attractiveness ratings to each st@edbapon the past week’s experience
and new shopping lists are created for the upcomiegk (Slator & Farooque — 1998).
At the end of each virtual week the weekly caldotatcharges players for their weekly
expenses, recalculates the customer agent motigatie described above, and updates
each of the player cases.

At the end of a player’s life, they are retiredithe Hall of Fame. The Hall of Fame is a

place where players are moved when they graduate fne game by reaching a profit

goal or are inactive for a long period of time.y®Rliss are moved to the Hall of Fame by
the reaper, who is sent out periodically to reiraduated and inactive players. The
reaper is responsible for recycling all of the olgerelated to the player, such as store,
company, ads, and products. Recycling makes objtibers available for reuse at a
future date as new objects are created. The redp@moves the player’s active case to
historical cases for future reference by case-bageds.
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5.2.2 Overview of LambdaMOO

MOO is an abbreviation for a Multi User Dungeon &ijOriented or Multiuse Object
Oriented system. It is designed to be a networlesgible, programmable, interactive,
multi-user system that is well suited to the camdion of text-based collaborative
software most commonly used as multi-participant bkandwidth virtual reality (Curtis -
1997). It contains a small, simple language thatlésigned to be easy to learn and
supports expressions, looping, control structuaesl built-in functions. LambdaMOO
models virtual reality by representing virtual wbgntities (tutors, cases, stores, players,
etc) as objects. It supports other value typesealk(imtegers, strings, etc) but the objects
are the backbone of any LambdaMOO database (Zelerdi®09). A property is used to
store an arbitrary MOO value. Verbs are LambdaMQOgrams associated with a
particular object.

In addition to the functionality described abovenbdaMOO also includes a built in
command parser. Any time the command parser ikenahe first word is always taken
to be a verb. After identifying the form of the corand, the parser may then proceed to

execute it using one of the built-in commands, gritoking up the MOO objects

representing the direct and indirect objects areh texecuting the command (Curtis -
1997). LambdaMOQO is also an object-oriented languag

5.2.3 Virtual educational environments at NDSU

There are several environments currently implenteatdNDSU. The Virtual Cell (White
et al. — 1999) is a 3-D rendering of an interactiielogical cell. Students are given
assignments by a virtual lab instructor, and sentto explore cells in tiny submarines.
Planet Oit (Schwert et al. — 1999), is a part & @eology Exploration Project and is
used by geology students at NDSU. Students, plathiegrole of geologists on a field
exploration of the mythical Planet Oit, are askedatquire a set of field instruments.
Blackwood (Slator et al. — 2001), is a simulatioh @ 19th century western town
populated with intelligent agents who simulate ¢éisenomic environment representative
of the time.

Players accept a role in the environment and acedoto compete with other players and
agents holding the same role (Slator — 1999). Th#afBay world allows students to

simulate owning and operating their own retail stor the city of DollarBay. Students

who quickly figure out how to best serve the neefithe shoppers rapidly rise to be
profitable. The overall goal of intelligent tutoginis to focus on developing and
employing intelligent agents within multi-user distited simulations to help provide

effective learning experiences (Slator — 1999).
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Examples of diagnostic tutoring may be seen in&l&it. For example, the science tutor
looks at the decision making process that a pldgkows while trying to properly
identify a material, and what experiments were qgrered on the material, the tutor is
able to identify students who have made “lucky gassand let them know that they did
not follow the proper process in getting to theiswer. Rule-based tutoring at NDSU
was at one time functional in DollarBay. A rule-bdgutor functions by knowing a set of
rules about a domain, monitoring student actiorafoy indication of breaking one of the
rules, and then visiting the student to presentmimg (Slator & Brian M. — 1999). For
example, one of the rules that the now defunct-lbaleed tutor in DollarBay monitored
was if a student had set their prices to an exeessarkup. In such an instance, the
tutor would send a message to the student inforiag that they may be setting their
prices too high (Slator, Brian M. - 1999).

An example of case-based tutoring outside the NDP&m is the Georgia Tech Case-
Based Intelligent Tutoring System (GTCBITS). Thystem is used to demonstrate the
importance of critical information to airplane gady using stories of difficult

situations or incidents encountered by other pildte topics presented can range from
problems arising from the complex nature of aifgrdife dynamic nature of the aviation
environment, or new/changing features of an aitc(Ralmer - 2002). Case-based
tutoring at NDSU has presently only been implemeéntethe DollarBay virtual world
[24].
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5.3 The Application of Case Based Reasoning on
Q&A system

5.3.1 Introduction

Question and Answer (Q&A) system is one of the mpgtortant components in e-
Learning environment which aims at answering thestjons asked by the student during
their study processes. Accuracy and efficiencytlaeemain two criteria used to evaluate
the Q&A systems. Many Q&A systems have already kgexl based on email-solution,
keyword-matching or word-segmentation techniqW®gh the growth of the number of
users and questions, the process time of thesensyswill become longer and the
matching accuracy will become lower due to difféneresentations of the question and
variable interests of the user.

In order to overcome the above disadvantages, weduce CBR (Case Based

Reasoning) into traditional Q&A system. CBR, repragg a new generation of expert
system technology, has enjoy tremendous succeageasnology for solving problems

related to knowledge reuse. Below it is filled ateractive Q&A engine based on CBR.

This engine uses keywords of the question to triggese and sorts the results by the
relationship and can modify the weights of the kesds dynamically depending on the

feedbacks from the user. It is also presented afeature-weight maintenance algorithm
to increase the accuracy. At last it is extended2theyer architecture of CBR to a 3-layer
structure to make the system more scalable andtanaétle[25].

5.3.2 Architecture of the auto Q&A system

This Q&A system is based on the CBR technology. Whele system is divided into

two separate modules, with the first one calledeCasthoring Module and the second
one introspective Q&A Engine.

The Case Authoring Module is to represent the uosired field knowledge structurally
based on empirical expert knowledge and applicatiackground. All these structural
representations can be transferred into questisms@ninstances and stored in the system
case base. The introspective Q&A Engine is theeoh our system. It is triggered by
the keywords or description of the problems andrrst the similar problems related to
the description ranked by the score. So the usesekect the most similar problems and
get the answer. Furthermore, the system providésedback module to adjust the
weights of keywords according to the user’s scohe architecture of the Q&A system
is shown agigure 2C:
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Figure 20 -Architecture of the Q&A system

The system has been used in the professional eifigasite of Shanghai Jiao Tong
University (www.nec.sjtu.edu.cn). So all the quass, answers and the relativity
between them are accessed through the standardhteefaces. The users, especially the
students, produced a great number of questionpateatial answers during the learning
process. All the questions and answers are assémblieg files. So we can train the
index architecture of the relationship between tjoes and answers based on the log
files. This process is running during the life ®df the system, which makes the Q&A
system become a closed-loop system.
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5.3.3 Case Authoring Module and case base construction

5.3.3.1 Definition of the Question-Answer case

The description and definition of case is the faatmah of a CBR system, and there isn’'t
a uniform standard for it so far since it has sfralomain characteristic. In the Case
Authoring Module, we define our case descriptiorsdsh on the e-Learning domain
characteristics and organize the unstructured dok@dwledge in a structural way. The
cases in the Q&A system are the description of tipregnd answer. The representation

of a case is as follows:

e Keywords: Short description of the case, which can be useflzzy string
matching with the user’s initial free-form text utp
e Attribute s. The features that present the main content anchcteaistics of the

guestion.

e Question Description: This is a more detailed textual description of the

guestion’s object or content used to confirm theegal problem area.

e Answer: The answer provides a solution to the case ireeitéxtual format or
any multimedia format.

Figure 21 andFigure 22 give an example of the case representation foQ#a system.
The cases ifrigure 21 are fairly refined, down to the detailed featuaed their values,
while the cases iRigure 22 have only two major parts: problem description andwer.

Router.

Type Keywordl Keyword2 Answer
Describe the concepts and
Concept & Difference Swiatcher Router difference of Switcher and

Figure 21 -Case representation with detailed features

75



No. Problem Description Answer

The function of switcher is quite

1 What's the difference between the | different from the router ..._..
Switcher and Fouter? {Just present the difference between
them)
Switcher 1s the ...

What are the concepts of Switcher and
Router?

]

Fouter 1s the ...
(Just list the concepts of them)

Figure 22 -Case Representation with natural language desumipti

5.3.3.2 The 3-Layer architecture of the Q&A case base

After the description of the case has been defitiezl next essential task is to construct
the case base and feature index. Each case idasdowith a set of feature-value pairs.
These pairs are combinations of important desagptiba case, which distinguish it from
other cases. So a case base could naturally beedie® 2-Layer architecture comprised
of the feature-value layer and case layer. Usimgwhkights assigned to the connections
between the feature-value pairs and the case, asyBiem determines the most relevant
cases ranked by the feature information submittedhle user and then returned the
results to the user for considerations. Howevepracttical implementations we find that
the definition of the 2-Layer structure sometime®sl not work well since when the
number of cases becomes too large the efficiency smalability of the system will
decrease dramatically. So we expand the 2-Layéitacture into a 3-Layer by dividing
the case layer into question layer and answer l&aditionally, we introduce a second
set of weights, which attaches to the connecticts/den questions and their possible
answers. This second set of weights representdrpartant an answer is to a particular
guestion.
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In order to describe the situation of user's quehe traditional 2-level case base
architecture is extended into a 3-level networlcdtire and take the 2-layer structure as a
special case. Consider each case as presentetligle &F, P, S>, where F corresponds
to the feature values, P are the problem descnigtiad S are the answers.

This representation can be split into three levelteature level corresponding to feature
values F, a problem description level correspondiogP and an answer level

corresponding to S. With this model, when a use¢ersnthe feature-values at the first
level, the system ranks problem descriptions f@rsisconsideration at the middle layer.
The user then selects one intended problem descrigind the system provide the

possible answers which is also ranked accordinghéosecond set of weights. New
system architecture is shownhkigure 23,

An important motivation for this separation in aeas to reduce the redundancy. Given
N cases and M solutions, a case base of size Nsxridw reduced to the one of size N +

M, which eases the scale-up problem and helps riakease base maintenance task
easier. A solution can now be shared by severascasd will only need to be revised

once if needed.

< Answer Layer S

< Second set of Weights, W

< Question Layer, P

< First set of Weights, V

< Feature —Value Pair Layer, FV

Figure 23 -3-Layer architecture of a Question-Answer case base
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5.3.4 Case study and experiment

The introspective Q&A system has been implementeskth on a professional distance
learning web sitedrigure 24 to Figure 26show an example of the process to solve a
problem (since it is a system for Chinese usergven the English version still has some
Chinese information). As can be seenHigure 24, user can first enter a problem
description to identify the context under which fireblem is solved. User can describe
the problem with any natural description languag@é@wishes.

T ——

Qosck - ) [=) B b Dseach Lrravoms @veds &) 3 5 B - x.uﬁ

Aodlres ﬂffﬂp:r'MW.nﬁ.iiQO:WMmigﬂ.a*EC LlserL’:rgrl o] BTG Liks ™ Morton anthis B -
230 2850 b B 88 A 4 av4s nuc_‘tunnl:hlm;-‘_%# 11326 BE| &_&i

. o)) : ..
-

Your Question : ERE

HERYE
I don’t know what the difference between the Switcher and the _I_EFilli'W'—

Fouter, can you show me the answer? - —
T
Lol

. : » tEAla

O Matching with Syntax Words (Such as “Why" and so on) —

Filliis

[l &8s

SUBMIT | RESET | EHE

= TATAE

T AT
The current hotspot of discussion: _ET$_"]ﬁ

T R P

— Heip | Return _WLLTld Center 7| L

OEfivE: FERER - BE (RS Gt )] —~ EEEE | W= 5=~
8] one B [nterrer

Figure 24 -Question submission in Q&A system

After submitting the question, a collection of iait cases which match the partial
description are retrieved and returned to the uEkese cases serve as the candidate
answers for subsequent problem solving. Questiuatsare associated with the candidate
cases are then presented to the user (as shdvigure 25).
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The system will return the questions ranked byaherage score. Then user can select
any similar question to see the answer. If thepkhthe ranking and the score of the

guestion is not fit for him, he can adjust the sedarthe answer showing column. And the

system will then adjust the corresponding weiglasel on the score given by the user
and use the new weights to calculate score next (s shown irFigure 26).

In order to evaluate the efficiency and validityaafr algorithm, we give the test results
based on the Network Course database from the N&ESt@n/Answer Repository. The
Network Course database contains 300 instance2&attributes. The main case base is
divided into several incremental sub-case basetacong 50, 100, 150, 200, 250
instances respectively. Firstly these databasesareerted into the case bases that the
algorithm can handle by converting all rows intsesand all columns into features.

I
A [k -
o) 3 s frreons @ @ O 8- LIRS
&1 CProgram RegacromedalFrevwois SConfiourstoriFw Tempd, L% 3526 SO000000 Lt el -+ L= "M I =
ZoorEeRzoEl BH zoso A BN S8 L FE zras b ootrrenarer EETERTH -
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of Luwiain S Chapay | MErunie [Ea— [ [ TreeT—
Scores Cuestion:
COMCs L RIS & The complier network
usually useses the guality
! I L include the copper, fiber
1ih=mhod optic, lead-in electric
wh s T il offi o mnu wive, satellite,
k and the differetice microwave, infrared ray
laser...eic
i 1 Frlx It
e
I Rk F Nf ] i FEl [ I
offem iiag Current Soore: (.5
npart mediu | Adjust
-
The current hotspol of digpoussion: ﬁ‘
Help | Returm LT Center | -
i »
@] Donz gl My Compomer

Figure 25 -The returned similar question lists ranked by agerscores

In these tests, the score of a case or an answetvigen 0.0 and 1.0, meanwhile,
suppose the initial values of the weight are 0.&sd8l on the 3-Layer architecture, ten
training based on the sub-case bases are beingrmed. Finally, we can get the mean-
errors convergence plot (As showrHigure 27).
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Figure 26 -The adjusted question list based on the learnihgork
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Figure 27 -Plot of the mean errors convergence and 95% cardaaterval along the
CBR process

In this figure, the 95% confidence interval is aldmwn on each datum point, where the
size of the interval indicates the fluctuation arduhe mean values, and the average
processing time is approximately 1.8 secoi2dg.
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5.4 Design of individualized instruction with learning
object using case-based reasoning in WBI

5.4.1 Introduction

Internet-based technology is becoming an importeolk of instructional delivery, and
distance education is providing education with aereasingly important phenomenon.
However, most Internet-based instruction has notsiclered individual differences.
Many scholars have studied learning styles, andethioventories had been used to help
teachers select appropriate strategies in therolass Beck (2001) analyzed three widely
used learning style inventories, which are 4MAT t8ys Dunn’s LSI, and Renzulli and
Smith’s LSI, and matched them to the most compatihching strategies. In Web-Based
Instruction (WBI), determination of individual d#fences or preference of learners can
be helpful to meet learning objectives.

Case-Based Reasoning (CBR) is one of the most ssfodly applied Artificial
Intelligence (Al) technologies of recent years. T¢wncept of CBR is derived from
cognitive science. Schmidt (2003) described thaBRCis a generation of multiple
learning techniques that uses remindings of sinslitwations in order to solve new
problems” CBR is being applied by helpdesks andymbatic systems in business or
medical areas. Researchers are developing anidetellTutoring System (ITS) for the
educational field, and some are attempting to diagna student’s learning difficulties
using CBR. From the educational point of view, sasereal life related to curriculum
can help learners easily establish their own kndgde On the other hand, a Web-based
system can accumulate cases of whether learnemsnatished objectives, what their
individual differences were, and what kinds of algewere used. These cases will be a
good tool of reasoning.

Below it is suggested a prototype of Matching LaagrObject to Individual Differences
(MLOID) which contains learning objects based orai@ble Content Object Reference
Model (SCORM). The MLOID system is designed to deiae individual differences of
a learner and offer appropriate learning objectsa tetudent in accordance with his
learning preference using case-based reasoningddition, the learners can receive
feedback depending on the evaluation. The systdhmesord the case of the learner and
learning style and individual differences. Thiseadll be the reference for case-based
reasoning. Individual differences in Web-basedruwion, CBR theory and learning
objects are being described. Also, how CBR andniegr objects affect adaptive
instruction is stated. Moreover, the architectdrthe MLOID is illustrated.
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5.4.2 Theoretical framework

This system is built on a combination of three tie0 individual differences, learning
objects, and case-based reasoning (CBR).

5.4.2.1 Individual differences

What are individual differences in Web-based adaptie instruction?

In Web-based adaptive instruction, individual diieces are primary points to decide
how to adapt instruction. Student learning diffeecause student learning traits and
thinking process differ depending on what the stiide trying to learn (Jonassen &
Grabowski - 1993). Individual differences are intpot to the design of Web-based
instruction because all learners do not use Webebasstruction effectively (Chen &
Paul - 2003). Many studies have been conductedldntify the relationship between
learning success and individual differences, siglearning style, cognitive style, and
prior knowledge (Hsu & Dwyer — 2004, Foster & Lin2003). In addition, these
individual differences have significant effects gindent learning in Web-based learning
environment (Chen & Paul - 2003).

Individual differences have been studied by manhokrs and there are many
classifications. For example, in Aptitutde-Treatmémteraction (ATI) research, two
aptitudes are described by Snow and Swanson in P8k & Lee - 2003). One is
cognitive aptitude and the other is conative arfdctize aptitude. Cognitive aptitude
comprised of intellectual ability, cognitive andateing style, and prior knowledge.
Conative and affective aptitude are divided intotiational construct and volitional or
action-control. Four kinds of individual differerscare described, because recently these
individual differences are often used to implem&fetb-based adaptive instruction.

1. Cognitive style

Cognitive style is the most popular method to datish individual differences. There
are many different definitions of cognitive styldanassen and Grabowski (1993) used
cognitive control and cognitive style. Cognitivent@l means individual’s perception of
environmental stimuli, and cognitive style is learrtraits or individual's perceptual
habits. But many scholars used these two concepiroterms of cognitive style. Liu and
Ginther (2001) described that cognitive styles rééethe individual’s consistent and
characteristic predispositions of perceiving, rerbermg, organizing, processing,
thinking, and problem solving. Cognitive style isdividual preferred and habitual
approach to organizing and representing information
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Cognitive styles and learning styles are often usegtchangeably. Generally, cognitive
styles are more related to theoretical or acadeesiearch, while learning styles are more
related to practical applications (Liu & Ginthe2G01). A major difference between these
two terms is the number of style elements involv@pecifically, cognitive styles are
more related to a bipolar dimension while learnistyles have more than two
characteristics.

e Field independence vs. field dependenceOne of various dimensions of
cognitive styles is field dependence which desecritiee degree to which a
learner's perception or comprehension of infornmatic affected by the
surrounding perceptual or contextual field (Jonass&rabowski - 1993). Field-
dependence-independence is value-neutral and raathezed as the ability to
distinguish key elements form a distracting or osig background (Witkin,
Moor, Goodenough & Cox - 1977). Field-independeatspns are likely to be
self-motivated and more autonomous in relatiorhs development of cognitive
restructuring skills. Conversely, field-dependen¢rsons are likely to be
concerned with what others think and more auton@miu relation to the
development of high interpersonal skills (Park &Le2003, Liu & Ginther -
2001). According to Witkin et al. (1977), field iependent persons tend to be
intrinsically motivated and enjoy individualizedalaing, while field dependent
ones tend to be extrinsically motivated and enjogperative learning. Jonassen
and Grabowski (1993) suggested different learntrgfegies of each style. Field
dependent learners acquire knowledge using coratemtron information and
repetition or rehearsal of information to be remdllin contrast, filed independent
learners acquire knowledge selecting informationrses, searching for and
validating information, transferring knowledge, geating metaphors and
analogies and analyzing structurally.

e Holist vs. serialist: Another cognitive style was identified by Pask{&%s cited
in Jonassen and Grabowski - 1993) as holist andliserHe mentioned that these
styles are a measure of bipolar information prdogsstrategy that describes the
way that learners select and represent informa#aeording to Park and Lee
(2003), holist prefers a global task approach,dewange of attention, reliance on
analogies and illustrations, and construction obaerall concept before filling in
details. In contrast, serialist prefers a lineaktapproach focusing on operational
details and sequential procedures. Jonassen angbovishki (1993) suggested
different learning strategies of each style. Holistes effectively learning
strategies: paraphrasing, comparing new knowledgk existing knowledge,
concept mapping, inferring causes, and predictingcanes. Serialist uses
learning strategies, such as searching for infdonatvalidating sources or
authenticity, evaluating current information, refoeg material to be recalled, and
analyzing key idea.
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e Sensory preference-visual, verbal and kinestheticA sensory modality is a
system that interacts with the environment throwgle of the basic senses
(Bissell, White & Zivin - 1971 as cited in Liu & @iher - 2001). The most
important sensory modalities are visual, auditoapd kinesthetic. Visually
oriented individuals acquaint themselves with tmwi®nment through their
vision. Visual discrimination refers to one’s atyilito differentiate one object
from another. The ability to visually discrimindedters and words is essential in
learning to read. In contrast, the individual wiimesthetic tendencies is more
concerned with body sensations experienced thrautdctile and/or kinesthetic
mode. Conversely, kinesthetic style means to e&pee sensation through the
reactions and movement of muscles, tendons, amisjoVerbalizers prefer to
process information from words, either by reading listening, rather than
through images (Kirby, Moore & Shofield - 1988).r%® students are equally
comfortable using either visual or verbal inforroatifor learning. In fact, the
differences between the visualizer and verbalizexr aften not as vast as
researchers have found with other cognitive styles.

2. Learning style

Learning style is also one of the most importargrahteristics to take into consideration
when developing adaptive hypermedia (Chen & P&0063, Magoulas et al. — 2003, Hsu
& Dwyer - 2004). Various learning style inventorieave been implemented to help
teachers select the most appropriate teachingegtestto meet the learning styles of their
students (Beck - 2001).

e Kolb’s learning style model: Kolb’s learning style model shows one’s preferred
methods for perceiving and processing informatéon characterizes four basic
learning modes and four learning styles. He idegtifour adaptive learning
modes: concrete experience (CE), reflective observédRO), abstract
conceptualization (AC), and active experimenta{idg). The learning process is
seen not only active and passive, but also conaretabstract (Jonassen &
Grabowski — 1993, Liu & Ginther - 2001). Based bege four learning modes,
Kolb (as cited in Jonassen & Grabowski - 1993) sgtgyfour ways of learning
styles: divergers, assimilators, convergers, acdramodators. Divergers refer to
the one who relies on concrete experience andctefdeobservation. Assimilators
depend on abstract conceptualization and reflecidgervation. Convergers
combine abstract conceptualization and active exyatation. Finally
accommodators are characterized with the combmati@oncrete experience
and active experimentation. Learning strategies bgeeach learning style are
presented as shown the followifigure 28.
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Learning style model Learning strategies

Diverger = Searching for information,
evaluationg current information
= Generating metaphors,
generating examples

= Imaging or illustrating
knowledge, inferring causes

= Evaluating implications

Assimilator = Selecting information sources,
validating source or authority,

= Analyzing key ideas, predicting
outcomes,

= Inferring causes, evaluating
implications

Converger = Setting learning goals, validating
sources or authenticity,
» Repeating material to be recalled,
outlining

= Predicting outcomes
Accommodator = No specific learning strategies
are evident from the characteristics
of this type of learner

Figure 28 -Learning strategies used by each Kolb’s learnigig shodel (Jonassen &
Grabowski, 1993)

e Dunn and Dunn’s learning style: Dunn and Dunn (as cited in Jonassen &
Grabowski - 1993) classified learning stimuli ifitmr categories: environmental,
emotional, sociological, and physical. They ideatif several learning styles
within each category. The environmental variableudes four factors: sound,
temperature, light, and seating/furniture desidme $ociological variable includes
three general factors for adults and four factorschildren consisting of learning
groups, presence of authority figures, learningameral ways, and for children,
motivation from adults. The emotional variable astssof four factors including
motivation, responsibility, persistence, and need $tructure. Finally, the
physical variable is comprised of four overall tast modality preferences,
intake, time of day, and mobility.
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3. Prior knowledge

A student’s background knowledge can influencenliegy outcomes (Far & Hashimoto -
2000). The prior knowledge comprises knowledgeeafriing content and familiarity
with computer or Internet. As level of prior knowtge rises, the need for instructional
support decreases, conversely, as level of primwlkedge decreases, the need for
instructional support rises (Jonassen & Grabowsk993). On the other hand, students
have different degrees of familiarity with computempermedia applications, which can
affect their learning in an online setting (Magau# al. - 2003, Muir - 2001). The value
of prior knowledge in predicting the student's asl@ment and needs of instructional
supports has been demonstrated in many studies @d4orrison - 1988). In addition,
they argued that prior achievement measures reliagetly to the instructional task,
therefore, the measures should provide a more validble basis for determining
adaptations than other aptitude variables. Jona&s8rabowski (1993) also stated that
the existence of prior knowledge will be preregeisor using learning strategies such as
self-monitoring, search for information, integratioof knowledge, paraphrasing-
summarizing, comparing new knowledge with existkamgpwledge, beliefs, generating
metaphors, generating examples, and elaboratiknafledge.

4. Motivation

Entwistle’s (1981, as cited in Jonassen & Grabowsk993) classification of student-
motivation orientation provides more hints for afilagp instruction to the student’s
motivation state. He identified three types of stud based on motivation orientation
styles:

e Meaning-oriented students, who are internally naigéd by academic interest
e Reproducing-oriented students, who are extringicabtivated by fear of failure
e Achieving-oriented students, who are motivated prity by hope for success.

On the other hand, Miltiadou and Savenye (2003jsdi@d six motivational construct
into three general families. The first is individsiaperceptions about their ability to
accomplish a task. It includes constructs such edsefficacy, locus of control, and
attributions. The second family pertains to induats’ reasons or purposes for engaging
in a task. It encompasses constructs such as geatation and intrinsic versus extrinsic
motivation. The third family refers to individualgechniques and strategies for
accomplishing a task and includes self-regulation.
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How has Web-based adaptive instruction been achied@

Many researchers argued that individual differerftage significant effects on student
learning in Web-based instruction (e.g., Rourke ysynchuk — 2000, Martinez — 2001,
Hsu & Dwyer - 2004). Martinez (2001) stated thatiwduals did best in the
environment which best suited their learning oaéion. The findings suggest that
learning environments influence learning outcomepetiding on how it matches the
learning orientation. Rourke and Lysynchuk (2000assified learning styles as
assimilator, accommodator, converger, and divelggged on Kolb’s Learning Style
Inventory. They failed to demonstrate that the eefiment of assimilators would be the
highest. However, the accommodators’ achievemeist laaer than others. This result
supports that achievement in hypertext is diffesarbss learning styles. Hsu and Dwyer
(2004) used two cognitive styles, field-independe(fel) and field-dependence (FD), to
measure individual differences. Their study rewedatbat Fl students were more
successful than FD students on the comprehenspmdyestions, and FD students who
received the adjunct questions performed signiflgabetter than those who didn’t
receive questions. They claimed “Different typesadfunct questions are differently
effective for student processing different learnstyges”.

In other studies the Web has been proven to bejaallg effective learning environment
for students regardless of cognitive style (Aragdohnson & Shaik — 2000, Shih &
Gamon - 2002). Aragon et al. (2000) used Curry’89() model of learning style
components and effects to distinguish learningespyeference: motivational level, task
engagement level, and cognitive control. In theidg, there was no relationship between
learning style and course performance in onlinguieton. Shih and Gamon (2002) used
Group Embedded Figure Test (GEFT) to classify liegrstyles as field-dependent or
field-independent. They examined relationships bketw student achievement and
learning style, pattern and strategies. The resukaled that only learning strategy had
significant effect on student achievement.

What have individual differences been used in Webdsed adaptive instruction?

Adaptive systems use a mechanism called “modelinderstand individual needs and
what a student does know and does not know (Palke&- 2003). These systems have
used various individual differences depending oseaechers. Even though individual
differences are divided into four styles above, sostudies used a different kind of
individual difference or more than two styles.

Miltiadou and Savenye (2003) suggested the methmdsensuring students’ success in
the online environment based upon two parts of vattn: students’ self-efficacy

beliefs, goal orientation and self regulation. gsprior knowledge, Brusilovsky (2003)

provided evidence that users with different knowketevel of the subject may appreciate
different adaptive navigation support technologi@s.the other hand, Mitchell, Chen and
Macredie (2005) considered two types of prior kremgle: domain expertise and system
expertise. The study revealed that the student lawtler domain knowledge gained more
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benefits from a hypermedia tutorial than those waigther prior knowledge. In addition,

the students who enjoyed the Web and Web-basedingaare more able to cope with

the non-linear interaction. Specially, Liu and Gert (2001) suggested using many
models of individual differences in their adaptidesign guidance: field independence-
dependence, holistic-analytic, sensory preferehesyispheric preference, and Kolb’s
learning style model. Martinez (2000) asserted lggtning orientation should be used in
adaptive instruction, because cognitive perspestiygarticularly lack adequate

consideration of how people want or intend to leaatine.

What have adaptive methods been used in Web-basedagptive instruction?

Different adaptive techniques or methods have beeed Web-based adaptive
instruction. There are two main classes of adaptafidaptive presentation and adaptive
navigation (Brusilovsky — 2003, Chen & Paul - 2Q08faptation at content level is
called adaptive presentation, while adaptive nawgasupport is based on the adaptation
structure level (Chen & Paul - 2003). Furthermdrgn and Grant (2004) classified
adaptive techniques into eleven methods: adaptivgeat, navigation and orientation,
sequencing, support and feedback, facilitationgrattion, assessment, collaboration,
interface, individualization level, social contexthese adaptive methods can be
categorized into four categories: adaptive presemtaadaptive navigation, adaptive
control level and adaptive interaction. While miogplemented adaptive system used one
of the four methods (e.g., Brusilovsk — 2003, HsD®&yer - 2004), some studies, which
were not implemented but gave some guidelines miciptes to develop an adaptive
system, proposed to use combined methods (e.g& Ginther — 2001, Muir - 2001).

1. Adaptive presentation

This method is personalization of courses or cdsetet®o match with student’s
characteristics. Adaptive layout or interface canitwvolved in this method. Different
users will receive different text as a context bé tsame page according to their
preference or styles (Chen & Paul - 2003). Hsulwgler (2004) used this method using
adjunct questions. Interface for instruction canablapted by changing layout of page:
font, color or location. Oliver and Herrington (B)%tated that improper usage of color,
graphics or images enhances material aestheticcandersely decrease learning by
distracting user from instructional task.
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2. Adaptive navigation

This method aims to provide students with effecpaghs through learning materials by
changing visible links, guiding students to thetnieem to be learned in accordance with
individual differences. Unlike the linear structuoé books and traditional computer-
assisted learning, hypermedia presents informatith non-linear format (Khalifa &
Lam -2002). Students are provided with freedomadfigation in non-linear structure. In
this way, learners can construct their own indiaidzed knowledge structures by cross-
referencing the related topics in the subject damé¥itchell et al, 2005). The most
popular techniques for adaptive navigation suppoctude direct guidance, sorting,
hiding, annotation and generation (Brusilovsky 82@s cited in Brusilovsky - 2003). He
demonstrated that different links for navigatioe affective for students with different
knowledge level.

3. Adaptive control level

There are opposed approaches to computer assesdeuinly systems: more directive
tutor-centered style and more flexible student-eest browsing approach. The level of
adaptation can be ranged from full system-contmlfull student-control. Diverse
adaptive control levels to accommodate individu#fetences would enhance learner’s
learning autonomy on the Web-instruction. Magowasal. (2003) implemented several
levels of adaptation in their system.

4. Adaptive interaction

Online contact, support and feedback can be indlidadaptive interaction. Student
interaction, such as student-student contact amest-teacher contact, should be
provided in order to reduce learning anxiety anaim&e learning performance (Liu &
Ginther - 2001). Feedback and support can alsoipipgrtant role in student learning
and attitude by providing review, hint or tips.

What are the limitations in previous studies?

The limitations in previous studies can be sumneakiZew implementations, limited
adaptive methods, fixed adaptation, and no prdfifermation. First, there is little
empirical evidence for the effectiveness of adaptiypermedia system (Park & Lee -
2003). Many previous studies have aimed to anadyreffect of individual differences
on Web-based instruction or simply suggested guidelto develop adaptive systems.
There is not much research regarding adaptatioreairenvironments.

Second, even though a few adaptive systems havenmpted, most systems used only
one or two adaptive methods. There is no singleragmh to adapt in order to
accommodate individual differences (Magoulas et 2003). The adaptive content is not
the only part of adaptation. Various adaptive meéshahich are effectively combined to
accommodate individual differences are needed.dThire adaptive methods used in
previous studies are fixed, meaning that a ceddeaptive technique was predetermined
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by researchers. DeBra (2000) pointed out that éfquuisite relationships in adaptive

hypermedia systems are omitted by the user orwushg, the user may be guided to

pages that are not relevant or that the user camuwgrstand. Bad guidance is worse than
no guidance. Therefore, more flexible and changeatifptation should be implemented
to efficiently match the needs of individuals.

Last, as Magoulas et al. (2003) mentioned thah&urtesearch is needed to exploit the
information stored in the student model, a profifestudent should be accumulated in
database. The profile may include the learning r@sg) the result of assessment, or the
attitude to the instruction. The information wolne useful in order to provide additional
materials or measure effectiveness of the adapyiseem.

5.4.2.2 Case Based Reasoning
What is case-based reasoning?

Artificial Intelligence (Al) can be used in buildinintelligent educational software,
because it can provide an excellent methodologyldarning and reasoning from the
human experience (Salem - 2000). The field of Ad aducation has traditionally been
technology focused. Salem (2000) classified sixfiglds in education: Knowledge
representation (KR), Case-base reasoning (CBR)ralatanguage Processing (NLP),
Intelligent Tutoring System (ITS), Intelligent Tuwiog Systems Authoring Sheets
(ITSAAs) and Distributed Artificial Intelligence @@®). Among these fields, CBR
receives increasing attention within the Al andédecation communities.

CBR is based on human intuition in which new proideare often similar to previously
encountered problems; therefore, past solutions beaysed in the current situation.
Kolodner (2004) illustrated CBR reasoning as thate“naturally bring our previous
experience and knowledge to bear in interpreting séuations we encounter, draw
conclusions based on explanations and on siméarlietween situations, and anticipate
when this new thing we’ve just learned might beliapple.”. CBR is a generation of
multiple learning techniques that use the way @iypg experiences in problem solving
by retrieving previous cases that are similar ® ¢hrrent problem situation (Schmidt -
2003, Mamaghani - 2002). According to Kolodner (@QGBR is a kind of analogical
reasoning that focuses on reasoning based on pgeekperience. A previous experience
can play roles:

e Suggest a solution to a new problem or a way efpreting a situation.

e Warn of a problem that will arise.
¢ Allow the potential effects of a proposed solutiorbe predicted.
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The root of case-based reasoning in Al is foundh@a works of Roger Schank on
dynamic memory and the central role that is a redmm of earlier situations and
situation patterns in 1982. Other trails into thBRCfield have come from the study of
analogical reasoning by Gentner in 1983 (Aamodtl&& - 1994). The first system that
might be called a case-based reasoner was the CY([RUOBdner, 1983 as cited in
Aamodt & Plaza - 1994). It was basically a questoswering system with knowledge
of the various travels and meetings of former USr&ary of State Cyrus Vance.
Another basis for CBR was made by Bruce Porter,ntfaghine learning problem of
concept learning for classification tasks. EdwiniasRnd and her group also made the
role of precedence reasoning in legal judgmeni®©B8 (Aamodt & Plaza, 1994).

The advantage and drawbacks of CBR were presentétbbk (1997). CBR can make
effective decisions, improved accuracy and increéasapability. However, the first
drawback is that adapting solutions of old expexsnto a new situation might not be an
optimal solution. Secondly, the solution qualityiee heavily on the number of previous
experiences cataloged in the case library. Ladttydecision may not be enough to apply
to real situation when many new situations occur.

What makes up case-based reasoning?

Kolodner (2004) described that the key to CBR sertion and retrieval. Insertion is that
while engaging in an experience, a reasoner irg&pthe situation that can be
productively applied in the future. The case iselell according to its applicability

conditions. Retrieval is that while engaging netuation, a reasoner looks for previous
cases which are usefully similar to the new cassedaon understanding of the new
situation. The process model of the CBR cycle caseprfour Re’'s (Aamodt & Plaza -

1994, Mamaghani - 2002):

1. Retrieve the most similar case.

2. Reuse the case to attempt to solve the problem.
3. Revise the proposed solution if necessary.

4. Retain the solution as part of a new case.

A case describes one particular diagnostic sitnatind records several features and their
specific values occurred in that situation. Itngportant that a case is not a rule. In the
step of retrieving, a system should determine alaiity between current situation and
cases saved in a database. The purpose of cabguktimilarity is to select cases that
can be adapted easily to the current problem. Ar&egf similarity means a utility of
reusability of solution. Efficient case retrieval@ssential for large case bases. There are
various indexing and retrieval algorithms in thisea nearest-neighbor retrieval,
inductive retrieval, and question-based retriedter retrieval step, the system recalls
the best matching cases. Next, cases are adapfedrca new solution by testing and
repairing those in the revise step, and then nese @& retained in a database. Wang,
Moore, Wedman & Shyu (2003) stated that case xetries closely related to case
representation and indexing.
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Case-Based Reasoning in education

CBR has been applied to educational realms asealbzsed learning assistant system in
Physics (Clasp , Fung & Kemp - 2000), stories topsut problem solving (Jonassen &
Hernandez-Serrano - 2002), an answering systensiande learning (Tsinakos - 2003),
problem-solving emulation (Sormo & Admodt - 2002pahe Knowledge Innovation for
Technology in Education (KITE) project (Moore, Msa% Kim - 2004).

Fung and Kemp (2000) developed CLASP to suppodesits taking physics class with
providing solutions for studying and exercises vétiswers. The style of presenting the
case will follow the user’s wishes but only two resdof interaction: solution studying
and guided-problem solving.

In Jonassen and Hernandez-Serrano’s system (2@02)rationale and means for
analyzing, organizing, and presenting stories fgpett problem solving are defined by
case-based reasoning. The stories as cases anegpdayole of exemplars of concepts,
principles, or theories being taught by directnastion. Furthermore, the stories can be
advice for students for helping them learn to sglveblems. Stories can be selected by
students based on their perceived relevance, gmiay be automatically selected by the
learning environment using a CBR algorithm.

Sormo and Aamodt (2002) developed a problem-solemmlation module based on
CBR in ITS system. The feature of the module is momication between a case-based
reasoner and students. The system consists oflargtmodel and an expert model. If a
student selects how to solve a problem, the stuchentel system will compare it with
cases solved by other students, and send a datadgercise selector. The selector also
compares it with other cases solved by expertisarekpert model.

Tsinakos (2003) used CBR techniques in the prockasiswering students’ question in
distance learning. He named the Process of Ideatifin of Similar Question (PISQ).
The system provides relevant answers to questibssidents using two search methods.
He described a controlled vocabulary search areltéet search among the contents of a
database which is Educational Knowledge Base. TB® Rutomatically search previous
cases and send an appropriate answer to a stufdtém. system fails to find a relevant
case, the question is posted directly to a tutad, fee responds and identify if the question
can be considered a new case. The new case ofiqquestretained depending on the
tutor’s decision.

Moore, Means and Kim (2004) conducted the Knowlelg@vation for Technology in
Education (KITE) project funded by the U.S. Depamtin Education. They described
“The project seeks to assist teachers in learnmg to integrate technology into their
teaching by presenting cases containing technotigsies”. Nearly 1000 real stories
which are experience of in-service teachers actlbssU.S.A. were stored in a case
library. The KITE project recalls many cases witmamber which means how much
percentage related to current problem and suggdsfstation of existing solutions.
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In addition to retaining of new case as the lasp sif CBR, new solution is also created
and stored in the library. The Technology Integmatiearning Environment (TILE) is a
part of the KITE project. This Web-based tool issdisto show how to integrate
technology in instructional activities and suppbe case based learning process for pre-
service teachers.

In previous studies using CBR, not much empirieglearches have been conducted in
education area because CBR technology is relativaly. In addition, most CBR systems
have been developed based on mostly computer stéemiew. For example, in Reyes
and Sison’s (2000) CBR tutor, there is no consti@maabout instructional theory and
strategies. Implementation of CBR system based atnust educational basement is
required.

5.4.2.3 Learning objects
What are learning objects?

Learning objects, which make it possible to combared reproduce instructional
components, are digital resources having reusaidisupport learning (Gibbon, Nelson
& Richards — 2000, Martinez & Bunderson - 2000)eTIEEE Learning Technology
Standard Committee (LTSC) defines learning objast&any entity, digital or non-digital
that can be used, re-used, or referenced duriodagy supported learning” (LTSC -
2000). Wiley (2000) also defined learning objecéstlae smallest units within a larger
instructional structure. However, his definitionle&ning objects was somewhat different
from LTSC’s. Wiley described learning objects asyadigital resource that can be
reused to support learning”. Martinez and Bunder&f00) also claimed that learning
objects can be called “only if the objects are usednstructional purposes, meaning that
learning objects are content meaningfully presenteéiccomplish specific objectives
related to learning, they are designed using a equnal framework embedded with
instructional theory, strategies, and methodology”.

Wiley offered the following taxonomy of learningjebts that can be combined into an
instructionally useful content: fundamental, conddclosed, combined-open,
generative-presentation, and generative-instrugtionThe following taxonomy
differentiates between five learning objects typ&d-undamental type is an individual
digital source resource uncombined with any otkeg.( JPEG file). A Combined- closed
type is a small number of digital resources comiiaé design time by the learning
object’s creator, whose constituent learning olsjeare not individually accessible for
reuse from itself (e.g., a video clip). A Combinggkn type is a larger number of digital
resources combined by a computer in real-time wdeaquest for the object is made,
whose constituent learning objects are directlyeasible for reuse from itself (e.g., a
Web-page). A Generative-presentation type is aclagd structure for combing or
generating and combing lower-level learning objéetg., a JAVA applet).
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A Generative-instructional type is a logic and stae for combing or generating
learning objects (Fundamental, Combined-closedstyaed Generative-presentation) and
evaluate student interactions with those combinatio

Granularity is the most difficult problem facingetidesigners of learning objects (Wiley -
2000). The ways in which learning objects can hal@oed with one another to facilitate
learning are entirely dependent upon their strect@ibbon et al. (2000) stated that
learning objects must be seen in terms of theepla an architectural hierarchy capable
of finding, comparing, and selecting them. When ating learning objects for
instructional use, two design issues are preemimggahularity and combination. Wiley,
Gibbons and Recker (2000) described granularith wito views: The first view is the
size of media ranged from a full course being #rgdst grain size to a single element of
instructional media being the smallest grain siz®e second view is the complexity of
the content whose learning the object is meantugpaert. That is, granularity is the
degree to which elements of domain content are auedlwithin learning objects. This is
a content or message-centric definition of granylar

Gibbon et al. (2000) attempted to generalize lagéthe purposive design process based
on Brand’s (1994) description of the principle ayéring in designs: Site, structure, skin,
services, space plan, and stuff. They enumeratetbtlowing list of instructional design
layers: Model, problem, strategy, message, reptasen, and media-logic. According to
Gibbons et al., there are two types of definitiasfsthe term granularity, “simple
definition” and “robust definition”. Simple definins are focusing on the state of
combination of elements within a single design tafgeg., media) of learning objects.
Robust definitions are considering the state of woation of elements at each of the
layers of instructional design. The framework obkgins et al. provides evidence that
learning technology specifications and standarttgtefare ignoring critical instructional
design issues. That is current simple definitiohgranularity are linked to the design
layers furthest removed from instructional desigiedia and message.

What is metadata?

Metadata is data about learning objects. It issauece description about content, quality
or features that allow us to locate an item veryclkdy without investigating all the
individual items on the Web (Dillon — 2000, Wiley20800, Jones - 2003). According to
Martinez and Bunderson (2000), learning objectsirzileed a good idea, but as long as
they lack instructional value, we will be unable tse them effectively. Metadata
standards define what data needs to be collectddstored to provide descriptive
information about a content object. Metadata stedsd¢heoretically should also enable
the appropriate use of a content object as leamwijerts.

Many groups are working together to define commuaternational standards that the
world can adopt for describing learning objects ten be interoperable, reusable, and
effectively managed and presented. Their commoerast is to fine minimum set of
metadata standards that will support the world-wddeelopment of learning objects for
multiple purposes. Hodgins (2000) classified metadato objective metadata and
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subjective metadata. Objective metadata is factizah and most of which can be
generated automatically, such as, physical at&ibutiate, author, operational

requirements, costs, identification numbers andeyamp. Subjective metadata is more
varied and valuable attributes of learning objeletermined by the person or group who
creates the metadata. Your opinion of the prodacexample, whether it worked as well

as a fresh ingredient he argued that “Personadizabiecomes the key element of
learning, subjective metadata become increasingportant. The value of the learning

objects goes up as its associated metadata incheaseghness and completeness, the
value of the data objects also goes up as it appesaits smallest potentially useful size”.
Standardization enables information which origisateone context to be used in another
in ways that are as highly automated as possiblevgD- 2001). There are three

important accredited standardization organizatidBEE LTSC (Learning Technology

Standardization Committee), CEN ISSS LTWS (Learniieghnologies Workshop) and

ISO/IEC JTC1 SC36. He also described two main stahred metadata for education:
IEEE LTSC LOM and Dublin Core-Education. LTSC hasveloped an elaborate

metadata scheme with hierarchical structure. Dd&énents are regrouped under
categories.

The elements under educational category are dsltbe/s (Duval - 2001):

Interactivity type (active versus expositive).

Learning resource type (exercise, simulation, qoesgire, etc.).
Interactivity level (from very low to very high).
Semantic density (idem).

Intended end user role (teacher, author, learna@nager).
Context (primary education to vocational training).
Typical age range.

Difficulty (from very low to very high).

Typical learning time.

Description.

Language of the typical intended user.

On the other hand, the Dublin Core (DC) is a sel®fmetadata elements intended to
facilitate discovery of electronic resources in engral sense. LOM was originally

developed specifically for the domain of educatma training, whereas the Dublin Core
was originally developed for general resources,iambw being adapted for the specific
field of education and training.

There are many different consortia (ADL, AICC, ARAE, IMS, etc) that work on
actual implementation of metadata and standardsgDu2001). One of the promising
standards is SCORM (Sharable Content Object Referdhodel) released by ADL
(Advanced Distributed Learning organization) (Jore2003). This reference model
applied LOM to raw media (7 mandatory items), cahtél5 mandatory items) and
courses (15 mandatory items). Since SCROM versi0rwas released in January 2000,
SCORM 2004 was released in January 2004.
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CBR and learning objects in adaptive learning
How can CBR affect adaptive instruction?

CBR techniques can increase accuracy in adaptsteugtion. The key point of adaptive
instruction is offering the most appropriate indivalized instruction to students
according to their differences or needs. CBR wdithe advantages of using previously
experienced cases to enhance the tutoring capabiflithe system (Reyes & Sison -
2000). In many previous CBR systems within educatithe referred cases were
instructional contents: stories, experience or lgmobsolutions (e.g., Sormo and Aamodt
— 2002, Tsaganou, Grigoriadou & Cavoura - 2002ndlsds — 2003, Moore et al. - 2004).
Therefore, the purpose of CBR is to select the befgrence to help learners solve
problem. From the other point of view, the focusa$es can be moved to how to adapt
instruction to each student. The case-based reasanglay an important role in making
instruction individualized because it can make aife decisions based on previous
cases. The most effective decision of adaptatiorbeamade by CBR.

CBR technique can give more flexibility to adaptiirestruction. Fixed or constant
adaptive methods or strategies have been used ist saptive systems. Those
adaptations were predetermined by researchers, tswas impossible for the
predetermined strategies to be changed even #ddhptation was insufficient. Adequate
design models must flexibly adjust to individualcharacteristics (Bastiaens &
Merrienboer - 2002). CBR can provide excellent rodtiogy for flexibility and
variation. Based on previous case of instructiarefch student, the system can adjust or
change adaptive level or method. The databasesef@aprofile can be used as a basis of
reasoning to decide whether the same kind of iostmial unit will be offered. Adaptive
system can be evolved and be flexible by CBR.

How can learning objects be used in adaptive instation?

Learning objects can be sequenced for dynamicaltjvidualized lessons. Learning
objects have potential for reusability, generagividdaptability and scalability (Gibbon et
al. - 2000). They can be joined together to perfamorchestrated instructional function.
Various learning objects in terms of small unit3r dae used for different adaptive
methods: adaptive presentation, navigation or actesn. In addition, metadata offers the
cataloguing information necessary to share, useraunse learning objects. Therefore,
metadata provides the mechanisms necessary to featciing objects to an individual's
characteristics (e.g., Holzinger, Kleinberger & Mul- 2001). The effective adaptation
can be accomplished by selecting the best adaptrategy based on reasoning with
previous cases and customizing instruction withnlie@ objects.
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5.4.3 Architecture of MLOID

The focus of the Matching Learning Object to Indival Differences (MLOID) system is
to offer a student appropriate learning objects.cimrent Web-based learning, the
learners are not the center of an instruction, @rmost systems consider learning
characteristics of individuals. The MLOID systemllwindividualize instruction in
accordance with each learner. In order to be abl®dus on the individualization, the
system must have an algorithm of matching a variogsvidual differences and a
characteristic of various learning objects. Usihg tlgorithm, the MLOID diagnoses
individual differences of a student and selectevaht learning objects. As a basic CBR
process, the system retrieves a successful leacasg from the database, reuses the case
as learning objects in the new customized instoagtievises the case by evaluation after
the instruction, and retains the information inndividual differences table as well as
students’ record in a database.

As can be seen in belofigure 29, the MLOID consists of diagnosis, case-based
reasoner, learning model, learning object, anduatain. The other attempt of the system
is feedback process. After an instruction, a studet be asked to take an evaluation
test. The system will recommend the student rede®dback depending on the score of
the test. When a student requires feedback, tlieistican select whether he will use the
same kinds of objects in previous instruction dfedent kinds of objects.

This process will help a student reach the objeatifithe instruction.

MLOID

.

| Student

5 Inwentory Customized instruction | Assessment
h

Reuse

Diagnogis Customizing Learning

Objects

i Casze-Based Reasoner ]

IRetrieve ReviseIRetain

Learning Model Database

tAccumulated cases)

- The relationships among learning style, prior
knowledge, and learning ohjects

- Each student's profile

Figure 29 -The architecture of MLOID system
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Diagnosis

A student is asked to take a diagnostic test iermial the system to identify the student’s
individual differences. The process sends a rasuthe CBR. For example, from the
VARK (visual, auditory, reading/writing, kinesthe}iinventory, a student’s learning
preferences are identified along with prior knovgedn the content. These are sent to
the CBR and stored in the Learning Model database.

Case-based reasoner

In our design, the task of the case-based reas®teiselect appropriate learning objects
for a student to accomplish a learning objectivéaeWthe diagnosis identifies a student’s
individual differences, the reasoner refers to gaeethe Learning model. If a student
uses the system at first time, the reasoner wiliene learning objects which are
applicable to the student’s individual differencéfs.the student already took some
instructions, the reasoner refers to the Learnioglehas well as a profile of individual.
The reasoner analyzes records of the student’'®npeshce and decides whether it will
continue to use the same kind of learning objdotselecting process, the reasoner sorts
out learning materials and systemically decidestrappropriate objects. Furthermore,
the reasoner adds a case to individual differeacésprofile of each student in learning
model.

Learning model

The learning model database, which accumulatesscasea basis of reasoning. The
database consists of two tables: the individudédshces table and the profile of learners
table. In the individual differences table, casdsre&lationship between identified
individual differences and characteristics of l&gnobjects are stored. In the profile of
learners table, the records of how a student hefsrpeed within the instruction along
with the learning objects used are saved to eatest’s case.

Learning object database

The learning object database contains the shaddipets with associated metadata. The
standard of metadata follows SCORM.

Evaluation and feedback
At the end of instruction, a student can receivedlieck depending on a score of an

evaluation and request to the system differentsiofdobjects. All records are stored in
the Learning Model databaf26].
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5.5 Looking towards the future

It is believed that CBR-inspired educational apphas will be making their way more
into the e-learning mainstream. For example, aiauwum for computer science
education has been designed based on CBR prinapl€arnegie Mellon University
West in California. All learning is through chaltges, and learners have the opportunity
to test what they are doing in simulations of tba&l morld. A review by Chapman (2003)
describes more than 50 simulation-based e-learrengors, reflecting a growing interest
in constructivist learning environments, perhaps thuwhat Aldrich (2004) reports: The
first generation of content-based e-learning systesre not as successful as predicted.

While this state of the world has opened the futorsimulation-based e-learning, we
feel it important to caution that not all simulatibased learning is equal. CBR warns us
that unless learners can interpret outcomes wdly will not be able to learn well from
their experiences. This suggests that the feedigagkn by simulations needs to be
specific enough about outcomes for learners to blke & clearly identify their
misconceptions and reasoning errors. It suggesets, that simulations need to be
embedded into learning environments that providesg to help with identifying those
misconceptions. CBR suggests, too, that learnioign fsimulation will happen best when
the simulation is used as a tool to help the laaawhieve an appealing challenge or
mission.

Related efforts focus on game-based learning sygs(emensky - 2001, Gémez-Margh
al. - 2004) that embed simulations into serious gatoepromote motivation in the
learner. Also related to motivation and amenabtettie application of CBR ideas is the
use of animated pedagogical agents (Ledtef. - 2001) — lifelike computer characters
inhabiting a virtual world for pedagogical purposdso can tell the learner the story she
needs to hear for solving the problem at hand. @RRs, and in particular, goal-based
and design-based approaches, are especially réleyammulation-based learning, and
synergies should be explored in the coming yeaésngz-Martiret al. - 2005). Kolodner
(1997) predicted “The use of such a software emwirent (simulations) acrossmany
different problem-solving and design experiencdspromote learning of a full range of
cognitive, social, and self-directed learning skill' In many ways, this prediction has
become reality. The huge evolution of graphicsnettgy, both in software and graphics
cards, mainly driven by the game industry, hastted situation where simulations are
relatively cheap to build and use within e-learngygtems (Jiménez-Di& al. - 2005).
We encourage those who are designing simulatioaeblasrning technologig27].
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