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Abstract

The recognition of facial expressions is importdot the perception of emotions.
Understanding emotions is essential in human conwation and social interaction. Children with
autism have been reported to exhibit deficits ie tlecognition of affective expressions. Their
difficulties in understanding and expressing emwideads to inappropriate behavior derived from
their inability to interact adequately with othexgple. Those deficits seem to be rather permanent i
individuals with autism so intervention tools fomproving those impairments are desirable.
Educational interventions for teaching emotion ggttion from facial expressions should occur as
early as possible in order to be successful andat@ a positive effect. It is claimed that Serious
Games can be very effective in the areas of theaaplyeducation for children with autishlowever,
those computer interventions require considerdblis $or interaction. Before age of 6, most chédr
with autism do not have those basic motor skillgiider to manipulate a mouse or a keyboard. Our
approach takes account of the specific charadterisf preschoolers with autism and their physical
inabilities. By creating an educational computangavhich provides physical interaction, we hope to
support early intervention and to foster learnihgmotions.
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1. Introduction

Educating preschoolers with autism and particulsgching them to recognize and identify
emotions from facial expressions is a significahtillenge and a complex task. The ability to
recognize facial expressions of emotions is cruoastablish interpersonal connections in eafdy li
Although various computer games have been develapd&elp individuals with autism in emotion
recognition tasks, a lack of computer programs ifipaelly written for preschoolers with autism has
been observed. A gesture-based Serious Game fal éamotion recognition could be an alternative
early intervention proposal.

This project describes an attempt to identify trateptial of the new generation game
controllers to support learners with Autism SpettriDisorder (ASD). Microsoft Kinect is an
innovative motion-tracking device, designed to mlevcontroller-free interaction through a Natural
User Interface (NUI). With Kinect children are altteinteract with the game with their body in a
natural way. Through the use of gesture-basedaictien we expect to help children with autism to
improve their skills as early as possible.

1.1 Motivation

Autism is a complex lifelong brain disorder thateats the way the brain uses or transmits
information. People with autism see, experiencelamerstand the world in a different way.

The number of children diagnosed on ASDs has niapidly. Autism has reached epidemic
proportions and prevalence has nearly doubled twerpast decade. The median of prevalence
estimates of ASD is 62/10.000 (1 in 160).

There is no cure for autism and treatment refeiateyventions that aim to help people with
ASD to adjust more effectively to their environmefarly intervention can improve the core
symptoms of ASD in very young children. Targetirfge tcore social deficits of ASD in early
intervention programs is believed to produce sosthiimprovements in social and communication
skills. Appropriate treatments and interventionayinmental support and early diagnosis can
improve quality of life for individuals with autism

Research on autism has attracted considerabletificienterest and scientists have been
confronted with the extreme challenge to understamdl treat autism. New technologies combined
with the current scientific interest in autism abylield new and important information and more
effective interventions.

The motivations of this report were the dramaticréase in the incidence of autism, its
unique characteristics and the need for intervasti&pecially designed for children with autism.

1.2 Purposes

The main goal of this project is to develop a S&iGame that could assist preschoolers with
autism to recognize and understand emotions thréagjhl expressions. This software aims to help
them to properly interact with others people, asi@ aesult to increase their inclusion in society.

1.3 Initial problem statement

Autism is characterized by three main impairmentpetitive stereotyped patterns of
behaviors, activities, or interests; impairments dommunication; and impairments in social
interactions. The social interaction deficits inldifficulties in understanding and expressing
emotions. Facial features play an important rolesinotion recognition. Because the face is the
primary canvas used to express distinct emotionsverbally, the ability to understand facial
expressions is particularly vital. Individuals walatism often experience difficulties recognizimgla
understanding facial expressions of emotions, theng need support to enhance those skills.

“How can we help individuals with autism to improsecial and communication skills?
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1.4 Outline

This project starts with an Introduction chapterevehthe motivation, the purposes and the
outline are presented. The Chapter 2 includes #tbadology and the method chosen for this project.
In the Chapter 3, the problem is defined. The Giragtcontains the background research. In the
Chapter 5 the problem is re-defined. In the Chattre requirements are specified. The Chapter 7
describes the design process. The Chapter 8 tHenmeptation section is presented and the Chapter 9
contains the discussion and the future work propose
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2. Methodology

A program is created through the generation of @uthe use of different tools. Software
Development Methodology basically refers to thecpes itself and the way in which it is managed, to
ensure that development is completed on time atidna reasonable budget. There are a number of
forms that software development methodology car,talepending on the nature of the program
being created and the tools used.

The development process selected, as appropratéhi$ project is the Engineering Design
Process. This process involves a series of stegisldhd to the development of a new product or
system. It is not a linear process because designay jump back and forth between the steps as they
move toward the final solution.

2.1 Method

The steps of the engineering design process awihee:

Define the problem

Do background research

Re-define problem

Specify requirements

Create alternative solutions, choose the best nd@avelop it
Build a prototype

Test and redesign as necessary

Communicate results

1.
2.
3.
4,
5.
6.
7.
8.

Define the
problem

Create
alternative Test and
Re-define Specify solutions, Build a . Communicate
X redesign as
problem requirements choose the prototype results
necessary
best one and
develop it

Do
background
research

Figure 1: The Engineering Design Process

These were the series of steps that were followedrder to design and implement this
project. As a precursor to formulating the projadiprmation was gathered and research conducted to
gain an understanding of the needs and challemge¢séeded to be addressed. A variety of possible
solutions were examined. We eventually selectedntbst promising case, and embarked upon a
design that included drawings, analytical decisionghe materials and construction, manufacturing
and fabrication technologies to be used. This wasqaled by the creation of a prototype and further
improvements were made until the product designesigood enough to meet the requirements.
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3. Pre-analysis

Autism is a neurodevelopmental condition charazgeriby social and communicational
difficulties alongside circumscribed interests amdtrong preference for sameness and repetition.
Difficulties understanding emotional state play ajon role in social interaction. Face is crucial fo
the recognition and understanding of emotions amdaksisting communications and interactions
between people. Training programs focus on teackingtion recognition, can help individuals with
autism to improve their social and communicatioiissk

3.1 Autism

Autism is a Pervasive Developmental Disorder (PDBgracterized by impairments in social
interaction, in communication and by restrictedpetéive and stereotyped patterns of behavior,
interests and activities. Children with the samegdosis of autism may exhibit different symptoms
and may demonstrate markedly different behaviots skills. The spectrum of symptoms can range
from mild to severe and efficient diagnosis isidifft. Autism is also described as an ASD due & th
variability with which the disorder is manifestdd. this project autism and ASD will be referred
interchangeably.

The National Institute of Mental Health (NIMH) [1] deles autism as a group of
developmental brain disorders, collectively callésD. The term "spectrum" refers to the wide range
of symptoms, skills, and levels of impairment, @atbility, that children with ASD can have. ASDs
also encompass a wide range of behaviorally deftoeditions, which are diagnosed through clinical
observation. These conditions have similar symptaigh can vary in severity. Some children are
mildly impaired by those symptoms, but others aseegely disabled. Autism is just a different
operating system and not a processing error.

Pervasive Developmental Disorders

/ /

Rett's Childhood

5 Disentegrative
Autism Spectrum Disorders

i The term Autism Spectrum

/ / / Disorders is used synonymously
ith the 1 t
- with the term autism
Auushc PDD-NOS Asperger
Disorder Syndrome

Figure 2: The Autism umbrella

The most authoritative and widely acknowledged rdigdins of the diagnostic criteria for
ASDs are detailed in both the Diagnostic and StedisManual of Mental Disorders, Fourth Edition,
Text Revision (DSM-IV-TR) [2] and the Internation&ltatistical Classification of Disease and
Related Health Problems 10th Revision (ICD-10) [@}e DSM-IV-TR, published by the American
Psychiatric Association (APA), presents all catégpof mental health disorders and the diagnostic
criteria needed to meet them. The ICD-10 is a @pdihdiseases and signs, symptoms, abnormal
findings, complaints, social circumstances and regiecauses of injury or diseases as classified by
the World Health Organization (WHO).

Autism is part of the broader category called Peimeadevelopmental disorders (F 84) and it
is assigned to ICD-10 main categories of Disorddrpsychological development (F 80-89). The
PDD category includes the syndromes presentedbieTa
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Diagnosis Disorder - Syndrome
code

F84.0 Childhood autism

F84.1 Atypical autism

F84.2 Rett's syndrome

F84.3 Childhood Disintegrative Disorder

F84.4 Overactive disorder associated with mental retaydatnd stereotyped movemenits
F84.5 Asperger syndrome

F84.8 Other pervasive developmental disorders

F84.9 Pervasive developmental disorders, unspecified

Table 1: ICD 10, Pervasive Developmental Disorders

In DSM-IV-TR, autism is a disorder under the catggof PDD and is placed within the
subclass of Disorders Usually First Diagnosed fariny, Childhood or Adolescence. The DSM-IV-
TR currently defines five disorders as PDDs pre=gtit Table 2:

Dlac?)r&(;&s Disorder - Syndrome
| [PevasveDevdopmemalDisorders |
299.00 Autistic disorder
299.80 Rett's disorder
299.10 Childhood Disintegrative Disorder
299.80 Asperger’s disorder
299.80 Pervasive Developmental Disorder not otherwiseipdqPDD-NOS)

Table 2: DSM-IV-TR, Pervasive Developmental Disordes

Both the APA and the WHO are currently working avisions of their classification
systems. The DSM-5 will be released in May 2013thedCD-11 will be released in 2015.

3.1.1 History of autism

The word “autism” gutiopog) derives from the Greek word “eautogtngtoc) which means
self and the suffix -ismos 16udc) that indicates a behavior with specific charasties. It is a
neurodevelopmental disorder characterized by impants in social interaction, in communication
and by restricted, repetitive and stereotyped patef behavior, interests and activities. It caaken
the individuals appear self-centered and strugdtingee things from other people's perspective.

A greater preponderance of PDD diagnosis in mapgcqimating 4:1 has been consistently
reported in the scientific literature. Recent iriigggions have indicated a potential change to
traditional estimates of gender ratios and haverteg greater gender disparity [4].

In 1908 Theodor Heller used the name dementiafififato describe a disorder that is closely
related to the current ASD, called Childhood Disgrative Disorder (CDD). He reported six cases of
children who exhibited severe developmental regyasst 3 to 4 years of age after a normal, or near
normal, period of mental development. He introdutterdcondition as dementia infantilis to describe
the sudden loss of language and social skills lyngochildren [5]. Without using the word autism,
Heller actually seemed to be describing the coi@d'tof impairments that make up the diagnostic
criteria for autism.

Autism was first described in 1943 by Leo Kannerhdld psychiatrist at Johns Hopkins
University in Baltimore, Maryland. He wrote aboug¢ween children (8 boys and 3 girls) who shared
“essential common characteristics” but whose paédifficulties were quite different from childre
diagnosed with other conditions [6]. He observeat the children became upset when other changes
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to routines occurred and often engaged in repetitiehavior, such as hand-flapping. He had
identified a previously undiscovered syndrome aedcdbed the outstanding, “pathognomdhic
fundamental disorder as the children’s inabilityétate themselves in the ordinary way to peopte an
situations from the beginning of life. Kanner ugkd term “autism” and called the disorder “early
infantile autism”.

A year later, Hans Asperger published a similareseof cases. He essentially made same
discoveries at the same time, independently of Kartsut the patients he identified had no histdry o
speech delay. He also used the term “autistic” leedalescribed similar characteristics of impaired
communication and social interaction [7], [8], [9].

3.1.2 Causes of autism

The cause of autism is not yet identified and ne i@ally knows its etiology. However, many
scientists believe that several factors combinghim causes of autism. Overwhelming evidence
suggests that biological and environmental facioesthe possible cause or causes of this disorder.

Medications have been identified as potential autigsk factors when given during
pregnancy. Valproic acid, an anti-epileptic drugatthis also used for bipolar disorder and
schizophrenia is related to ASD [10], [11].

Studies of infants with an older biological siblimith ASD revealed that a total of 18.7% of
the infants developed ASD. The same study indicatedofold increase in the probability of an ASD
diagnosis at outcome for infant siblings who hadtipie older affected siblings relative to thoseowh
had only one older affected sibling [12].

ASD commonly co-occurs with other developmentaljcpgatric, neurologic, chromosomal,
and genetic diagnoses. The co-occurrence of on@og non-ASD developmental diagnoses is 83%.
The co-occurrence of one or more psychiatric diagaas 10% [13].

Children born to older parents are at a higher fiskASDs [14] and a small percentage of
children who are born prematurely or with low bivtkight are at greater risk for having ASDs [15].

There are also suggestions that the vaccine fosleamumps, and rubella (MMR) cause
autism but there is no scientific evidence to supihmse claims.

3.1.3 Prevalence of autism

Since 2002 autism has increased dramatically. Thitet) States Centers for Disease Control
(CDC) releases autism prevalence estimates asfodeir MMWR (Morbidity and Mortality Weekly
Report). In the latest MMWR on autism, ASD prevakerestimates in the overall population
increased 23% for the 2-year period 2006—2008,7&% during the 6-year period 2002—2008 [16].
The median of prevalence estimates of ASD is 620D[17].

Studies in Asia, Europe, and North America havatified individuals with an ASD with an
average prevalence of about 1%. A recent studyputtSKorea reported a prevalence of 2.6% [18].

In Greece systematic epidemiological data do ngiteRAutism prevalence is an issue that
requires further study, as no studies have beedumbed using globally standardized methods and
diagnostic tools. On the basis of conservativaregtis from other countries, there should be about
15.000 to 20.0000 people with autism in Greece]enthie number of children with autism up to 14
years of age is estimated 4.000 to 5.000 [19]. @nky study has been conducted in order to describe
the developmental, familiar and educational cheréstics of a sample of children with ASD in
Greece [20].

3.1.4 Early detection and diagnosis
Recognizing the early signs can be a challengg@doents and healthcare professionals. It is

desirable to screen as early as can be done keliabbrder to maximize intervention opportunities.
However, screening that is conducted too early naybe able to distinguish ASD from other forms

! Specifically distinctive or characteristic of a disease or pathological condition; denoting a sign or other
indicant on which a diagnosis can be made.
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of developmental delay, or even from typical depatent. A number of screening and diagnostic
tools have been developed in this fiefditism may be screened around 18 months of ageaand
diagnosis reliably be made around age 30 months.Arherican Academy of Pediatrics published a
policy statement for the identification and evaioratof children with ASD [21]. They suggest
screening all children for signs of autism at 18 84 months of age, whether or not a parent has any
concerns. Validated screen tools such as the CHAG CAST and the M-CHAT [22] are chosen
because of their easy accessibility and reliabliged on current available research.

When considering the diagnosis of ASD, physiciaferrto the DSM-IV-TR to determine
whether or not a child meets the criteria-basedthais for a disorder within the spectrum. The
manual outlines twelve possible “symptoms” of ASMthin three areas of impairment, i.e. social
interaction, communication and restricted and iidpet interests, activities and behaviors as
presented in Table 3. These criteria were estaglidor children 3 years and older and may be
difficult to apply to younger children.

299.00 Autistic Disorder

A | Six or more items from (1), (2), and (3), with @t two from (1), and one each from (2) and [3):

(1) | Qualitative impairment in social interaction, asmf@sted by at least two of the following:

Marked impairment in the use of multiple nonverbahaviors such as eye-to-eye gaze,

a1 facial expression, body postures, and gesturesgudate social interaction.

(o

Failure to develop peer relationships appropriatgetvelopmental level.

A lack of spontaneous seeking to share enjoymetardsts, or achievements with other
people (e.g., by a lack of showing, bringing, oiniag out objects of interest).

Lack of social or emotional reciprocity.

c
d
(2) | Qualitative impairments in communication as mangddy at least one of the following:

Delay in or total lack of, the development of spokanguage (not accompanied by arj
a | attempt to compensate through alternative modesrfmunication such as gesture o
mime).

In individuals with adequate speech, marked impamtm the ability to initiate or

b . ) :
sustain a conversation with others.

c | Stereotyped and repetitive use of language orydiostic language.

d Lack of varied, spontaneous make-believe play oclasamitative play appropriate to
developmental level.

3) Restricted repetitive and stereotyped patternebétior, interests, and activities, as
manifested by at least one of the following:

Encompassing preoccupation with one or more stgsedtand restricted patterns of

| interest that is abnormal either in intensity aus.

b [ Apparently inflexible adherence to specific, nordtional routines or rituals.

Stereotyped and repetitive motor manners (e.gd bafinger flapping or twisting, or

¢ complex whole-body movements).

d | Persistent preoccupation with parts of objects.

Delays or abnormal functioning in at least onehef fiollowing areas, with onset prior to age 3
years:

(1) | Social interaction.

(2) | Language as used in social communication.

(3) | Symbolic or imaginative play.

The disturbance is not better accounted for by '&®disorder or Childhood Disintegrativie
Disorder.

Table 3: Diagnostic criteria, DSM-IV-TR

2 Unique to an individual.
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The diagnosis is completely based on the subjedpiaion of the diagnostic physician.
There are no acknowledged biomarRdes autism today. Recently, a team of Australiasearchers
created a genetic test that is able to predictrigle of developing ASD [23]. They identified 237
genetic markers in 146 genes and related celld#inways that either contribute to or protect an
individual from developing ASD.

3.2 Facial emotion recognition

Human communication has two main aspects: verbah sais speaking, singing and
sometimes tone of voice and non-verbal such as mdyage, sign language, paralanguage, touch,
eye contact, or the use of text. The atomic unitgesbal communication are words and for non-
verbal phenomena like facial expressions, body meves, and physiological reactions.

Emotion is expressed via facial movements, speezdofy and text, body and hand gestures,
and various biological signals such as heart f@te. number of the facial expressions that we use in
our everyday life cannot be strictly specified doi¢he different surrounding and cultural backgrun
that each person has. Ekmarésearch on the facial expression analysis [24fd@assed more on the
six basic emotional expressions (fear, anger, disdiappiness, surprise and sadness) [25]. Foe thes
facial expressions, conclusions about their unaléys have already been made. However, the
emotional facial expressions used around the wamre much more and some of them are
combinations of more than one. There are tons ditiems we express and recognize. Some even
overlap. Thus differences in emotion are usuallyev@ matter of degree or intensity instead of kind.
In fact, some emotions are merely a blend of othelstchik's wheel of emotions shows the basic
emotions, their different levels of intensity arfeeit opposites. Some of these relate to Ekman’s
seven basic emotions, but not all of them have suefisurable expression in the faces of humans.

The Plutchik Emation Circumplex
20 (left) and 3D (above) developed in 1980
by Robert Plutchik.

Figure 3: Plutchik’s wheel of emotions

Facial expression recognition and classificatiopants many different aspects of our daily
life. Real life emotions are often complex and iweoseveral simultaneous emotions. They may
occur either as the quick succession of differemvtéons, the superposition of emotions, the masking
of one emotion by another one, the suppressiom @naotion or the overacting of an emotion. These
phenomena are referred as blended emotions. Thesdsbproduce “multiple simultaneous facial
expressions”. Depending on the type of blending résulting facial expressions are not identical.

Theories about emotions stretch back at leastraasfahe Ancient Greek Stoics, as well as
Plato and Aristotle. In Aristotelian theory of teenotions, Aristotle with the opportunity to develop
his most sustained thoughts on emotions, not oobsde define, explicate, compare and contrast
various emotions, but also he characterizes enotlemselves.

A specific physical trait used to measure or indicate the effects or progress of a disease, illness, orcondition.

8
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Facial expressions play an important role in olati@ns. They can reveal the attention,
personality, intention and psychological state opeason. They are interactive signals that can
regulate our interactions with the environment attter persons in our vicinity. Human emotion is
composed of hundreds of expressions and thousémasational words, although most of them differ
in subtle changes of a few facial features.

The Facial Action Coding System (FACS) [26] is thest commonly used system for facial
behavior analysis in psychological research. ThE&As a meta-representation that allows describing
facial expression prior to interpretation. FACS ed¢$ and measures a large number of facial
expressions by virtually observing a small setaafidl muscular actions. The system decomposes the
face into 46 so called Action Units (AUs), eachadfich is anatomically related to the contraction of
either a specific facial muscle or a set of facmlscles. All facial expressions can be decomposed
into their constituent AUs and described by duratiotensity, and asymmetry.

FACS provides a powerful means for detecting anchsueng large numbers of facial
expressions by detecting a small set of musculdorecwhich comprise the facial expression. Over
7000 AU combinations have been observed.

__E.g., Actioncode: 1,2, 4,5, 7. 20,

" 1C  Inner brow raise

2C OQuter brow raise

= 4B Brow lower

5D Upper lid raise

g TB Lower lid tighten
—— 20B Lip stretch

= 26B Jaw drop

Figure 4: FACS example

A second system, EMFACS, is an abbreviated versfoRACS that assesses only those
muscle movements believed to be associated withtienad expressions. It is designed to yield
limited data about facial behavior using the olyecscoring methods of FACS and it is used as a
way to reduce scoring time when an investigatantisrested only in the emotion signals of the face.
As with FACS, in EMFACS what is scored and whahas scored is defined precisely and the coder
makes no inference about the meaning of facial\nehdt also requires knowledge of and the ability
to identify a) the AUs involved in any facial movent, b) the intensity of the AUs and 3) the degree
of asymmetry.

(c) (d)
Figure 5: Measure from EMFACS
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The recognition of emotion is learned through eigere and humans begin to perceive
emotions in faces at a young agehild development, including the ability to recagmiemotional
expressions, can be fast in the first year of lifes likely that an interaction of several factdeads to
the ability to recognize emotional expressionsaoek. The ability to decode facial expressions of
emotion is fundamental to human social interaction.

Typically developing children start understandingogion very early. Five months infants
can categorize and recognize facial expressiorts asismiling [27]. Evidence also demonstrates face
processing skills to be present in infants aged € months [28]. The ability to recognize emotions
from facial expressions develops gradually with age [29]. Processing emotion and decoding facial
signals (like emotional expressions) emerge betioee second birthday. At the age of 2 years they
are able to recognize and use terms for the basatiens. By this age they also talk about self and
other emotional states. From 2 to 5 they expanul &meotion vocabulary and they can express more
complex emotions [30]. The ability to recognize é¢imes from facial expressions is improved
gradually with the age and a good accuracy levemseto be acquired by 10 years of age [31]. Full
proficiency level is reached only after puberty.

Difficulties in understanding and expressing emuid32] can lead in social interaction
impairments, which are a core feature of ASD. Saaiteraction is the mutual influence between
individuals, during which people exchange verbal apnnverbal messages, in order to provide and
receive information for themselves and for the thé is a process of production and exchange of
signs that usually affects the behavior of peopielved in it. Marked impairments in the use of
nonverbal behaviors such as facial expressiongyrdicg to DSM-IV-TR, can be responsible for
gualitative impaired social interaction. Nonverlmmmmunication is the expression of emotions,
moods, attitudes and the general inner world egpeethrough the body. It constitutes the largedt pa
of a communication process and facilitates claatfam between communicators to define the possible
role that each of them has at each moment durisgrdmsaction. Source of nonverbal signals is the
human body and particularly the face, the eyesptistures, the body movements and the gestures.

3.2.1 Facial features and emotions

Facial expressions are able to express emotiongrarudls. A facial expression is one or
more motions or positions of the muscles in then.sKihere are six classically defined facial
expressions: Anger, Fear, Disgust, Happiness, Sadara Surprise. Those basic emotions have been
scientifically proven to have a certain facial eeggsion associated with each of them. The Figurés 5-
show the diagnostic features of emotional expressio

Anger features are: eyebrows pulled down, upperlewer lids pulled up, margins of lips
rolled in and lips may be tightened. Fears featareseyebrows pulled up and together, upper eyelids
pulled up and mouth stretched.

Anger Fear

* Eyebrows pulled down * Eyebrows pulled up and together

* Upper lids pulled up
* Upper eyelids pulled up

* Lower lids pulled up
* Mouth stretched

* Margins of lips rolled in

* Lips may be tightened

Figure 6: Anger (left) and Fear (right) facial feaures

Disgust features are: eyebrows pulled down, nogekled, upper lip pulled up and lips loose.
Happy features are: muscles around the eyes tigtiteorow’s feet” wrinkles around eyes, cheeks
raised and lip corners raised diagonal.

10
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Disgust Joy

* Eyebrows pulled down * Muscle around the eyes tightened

* "Crows Feet” wrinkles around eyes

* Nose wrinkled * Cheeks raised

) * Lip corners raised diagonally
* Upper lip pulled up

* Lips locse

Figure 7: Disgust (left) and Happy (right) facial eatures

Sadness features are: inners corners of eyebrageddrayelids loose and lip corners pulled
down. Surprise features are: entire eyebrow pulfgceyelids pulled up and mouth hangs open.

Sadness Surprise

* Entire eyebrow pulled up
* Inner corners of eyebrows raised
* Eyelids pulled up
* Eyelids loose

* Mouth hangs open
* Lip corners pulled down

Figure 8: Sad (left) and Surprise (right) facial fatures

3.2.2 Autism and emotion recognition

Facial expressions give important clues about emstiand provide a key mechanism for
understanding, identify and conveying them. Faeigiressions underline the feelings of emotions.
Autistic children often fail to recognize the quafive differences and associations between the
various expressions of emotions [33]. Due to lichisecial and emotional understanding they do not
know how to adequate interact with other peoplethiglsometimes leads to inappropriate behaviors.
Studies have reported that young children withsautexperience difficulties recognizing expressions
and adults with autism are not as good as typiaglyeloping adults at emotion recognition [34]. It
has also been recorded that individuals with autisra significantly impaired and exhibit
heterogeneity in their emotion processing [35],][3&ve difficulties in recognizing emotions from
the upper part of the face [37] and exhibit a defic overall emotion recognition from facial
expressions [38]. Toddlers with autism focus tlagiention on a single facial feature and treat f@op
as objects rather than as persons to communic@teGRildren with autism spent a greater proportion
of their inspection time viewing non-feature areéthe faces and spent a smaller percentage of time
examining core features such as the nose, mouth,iamparticular, the eyes. Similarly, when the
percentage dixations devoted to core features of the face takenas the index of performance, the
results indicated thautistic participants devoted a small percentagéheir fixations to primary
facial featuresin general, the scan paths of the children witlhsauseemed erratic, undirected, and
disorganizedpften reflecting the processing of only one or tekatively unimportant features of the
face (e.g., an eathe chin, or region of the hair line).

11
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Control Group

Autistic Group Control Group Autistic Group

Figure 9: Scan path — children with autism and typcally developing

Visual scanning of faces in autism revealed aremsed visual fixation time on mouth region
and a significant less time on eyes region that associated with impairment in daily social
interaction [40]. In comparison with a typically vé@#oping 15-month-old child (matched on
nonverbal functioning) and a typically developingm®nth-old infant (matched on verbal
functioning), a 15-month-old child with autism shedvmarkedly different patterns of looking. While
viewing video scenes of actresses playing the abke caregiver, the child with autism looked at her
eyes less than half as much as either control chilté with autism also spent an increased percentag

of time fixating on the actresses’ mouths.

*

Developmentally delayed
nonautistic toddler

Toddler with autism Typically developing toddler

Figure 10: Visual scan paths - watching a video

12
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Figure 11: Fixation time summaries - watching a vido

There are also evidences that individuals withsautand typically developing individuals
decode facial expressions through different medmasi[41]. A recent study was conducted to
evaluate verbal and perceptual skills implicatetharecognition of facial emotions. Individualghvi
ASD, 5-20 years old, were tested for their percgptind identification of facial emotions. Results
indicated unimpaired ability to label basic facghotions and impaired ability to generalize them
[42]. Other studies claim that individuals with ASIdo not show impaired emotion recognition [43]
and these results indicate the wide variation m thanner that individuals are affected. Autistic
children do not suffer a global impairment of fa@motion recognition.

3.3 Treatment approaches

Treatment approaches aim to improve social intEmac conquest communication and
control inappropriate behavior. Children with antisire more likely to initiate positive interaction
after treatment [44]. Educational interventions ametlical management of the symptoms are the two
major categories for treatment. Autism requiresudiqular educational process to assist childreh wi
ASD in learning basic skills. Education is also sidered as a solution for the socio-emotional
deficits and training is claimed to improve faceqassing abilities and strategies in autism [45]. A
variety of educational interventions have been @sepd for children with autism and many
proponents have claimed developmental improvemashbéher benefits [46].

3.3.1 Traditional educational interventions teachig emotions

Traditional therapy techniques and tools mostlyduee teaching children with autism about
emotions are social stories, Developmental Indizided and Relationship based (DIR) / Floortime,
Social Communication Emotional Regulation, Transaet Support (SCRET), Applied Behavioral
Analysis (ABA), Early Intensive Behavioral Intervéam (EIBI), Picture Exchange Communication
System (PECS) and Treatment and Education of Aautistd Related Communication Handicapped
CHildren (TEACCH).

Social stories developed by Carol Gray [47] areapproach for teaching individuals with
ASD social behaviors. They are short stories tkatdbe and give information about social situation
or interaction which children may find difficult @onfusing. The stories also outline how to respond
in such situations. There are guidelines and aiitir writing a social story. Their main goal s t
provide accurate social information for improvingderstanding of events that may lead to more
effective responses and not for effecting chan@exial stories about feelings and appropriate
emotional responses should provide information aferlings of other characters in the story and the
consequences of ignoring those feelings. This calp lghildren with autism to learn how to
understand emotions in context and how to cope thvigm.

13
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i@

When | feel Bke hitting

When | get angry |

sometimes hat Mumny This makes Mummy sad | need to stop
| will take 5 big brealhs BMummy 15 happy
| will hold my hands This helps me stay calm when | am calm

Figure 12: Social story - angry

DIR / Floortime parent intervention [48] can hehpldren with autism to connect emotionally
and to build social and intellectual skills. Thigpaoach follows the child’s emotional interests and
provides one to one, intensive, play - based ieteign.

SCRET is a framework that incorporates practicemfother approaches and evidence-based
practices such as the methods previous mentior@d Idis a multidisciplinary model to support
children with autism to enhance communication argicsemotional abilities.

The ABA therapy is often used as a treatment fdd@m with autism. It is a widespread and
recognized method for increasing learning, commatioa and appropriate social behavior [50].
Positive reinforcement, reward for desired behavaord ignorance for inappropriate behaviors are the
main characteristics. By rewarding and encouragiagired behavior, children are more likely to
repeat it. According to the ABA intervention methadaching children with autism about emotions
can be achieved by providing examples of apprapeatotional behavior and then rewarding when a
child gives the correct emotional response.

Young children with ASDs usually receive a homedzhprogram, the EIBI, which is based
on the principles and technologies of ABA [51]. Igantervention appears to lessen the effects of
autism and children with ASD appear most able toefiewhen intervention begins very early (2-4
years old) [52], [53]. Toddlers, who attended aryeiatervention program until the age of 3, appear
to benefit from this, since 31% of those childreerevfunctioning in the typical developing range
after the intervention [54].

There are presumptions that individuals with autibink in pictures [55]. Children with
ASD are reported to have strong visual processapakility and a good performance on difficult
visual search tasks [56], [57]. Augmentative anteiative Communication (AAC), such as PECS,
is frequently used to increase functional commuidcain children with ASD. PECS is an effective
visually-based system for communication via icd®] [ Visual supports are also suggested for social
skill development enhancement in young childredwSD [59]. Picture cards with cartoon faces or
illustrations of people faces or photos showinded#nt facial emotional expressions reinforce and
support learning. Images showing only the faceragea plain background and clearly depicting a
single emotion, usually used to help children vatitism to understand and recognize basic facial
expressions. Those cards may be used by callintheutame of an emotion and challenging children
to give you the correct card or asking them to labkhe face and reflect back the emotion displayed
Cards show people in real situations with natuedtiregs and contexts provide visual stimuli for
discussion about a range of emotions or about \wheaple feel, why they may feel that way and
possible responses to these feelings.

14
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7.

angry scared happy scared upset surprised

Figure 13: PECS emotion cards

Also programs that emphasize visual support stiegegre commonly used in education
classrooms. A well-known and widely applied modbe TEACCH, is a teaching strategy which
emphasizes in structured and predictable learnmwy@nment. The program utilizes visual cues to
increase independence and to teach new skills, gsidlacial emotions, to children with autism. It
involves daily schedules, visual materials, indistized treatment and parental support [60]. The
main goal of TEACCH is to help children with autigmow up to their maximum ability by adult age.
It is a structured technique specialized to thes@s visual processing strengths by organizing the
physical structure of the room and providing a &lstonduct to supply information about activities.
Structured teaching places heavy reliance uporhireg¢hrough visual means due to the difficulties
that children with autism have with processing etrbformation. Visual structure is provided at a
variety of levels such as organizing areas of thestoom, providing a daily schedule using pictures
or written words, as well as visual instructiongl atisual organization signaling the beginning and
end of tasks. The technique is based upon the \adigar that children with autism learn and connect
information differently than other children. It asses that many inappropriate behaviors of children
with autism are the result of difficulty understargiwhat is expected of them.

3.3.2 Computer interventions teaching emotions

Many children with autism find computers very engggand computer games strongly
attract them in a positive way. Computers are rithble, predictable, consistent teaching tools and
they provide a proper and more motivational learnémvironment for them [61]. They are great
educational tools since children with autism ofteperience discomfort with unpredictable social
environment and they prefer a controlled learningi®nment [62]. Autistic individuals can enjoy
learning and improve their skills with computerdsntervention. Nowadays computers are the
most adaptable assistive technology devices avaifab children with autism and various computer
games have been developed to help them to marephlair impairments. Some of those games focus
on their social interaction training and especiddlgrning about emotions [63]. Although effects on
social and emotional skills are mixed, computegriveéntion is a promising practice.

The Emotion Trainer [64] is a multimedia computepgram for improving school age
students’ ability to recognize and predict emotiansothers. It has positive effects on users’
understanding of emotion, particularly with repeatse.

This is Carlos

How does Carlos feel?

8=

Angry Afraid Sad Happy

.o
o

Figure 14: Emotion Trainer computer program
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Mind Reading [65] is an interactive systematic @omoiguide for teaching individuals with
Asperger syndrome. Experiments show that Mind Repds effective in teaching adults with
Asperger syndrome or high-functioning autism tagggze complex emotions.

The emotions library; an emotion page 6 out of the 24 Emotion groups

Figure 15: Mind Reading game

Another computer training program for teenageraittism is the “What to choose” game
[66]. It is software with human and cartoon fa@a&pressions, 3D images, text and audio for training
individuals with autism in understanding dialogukat contain pragmatic subtleties. Children with
autism have failed to take into account the caliislalbetween facial expressions and the outcome of

the dialogue.

neutral anger
sadness surprise

Figure 16: What to choose game

cMotion [67] is a computer game that uses virtli@racters to teach emotion recognition and
programming concepts to children with autism. Hagne is designed to teach the users how to
recognize facial expressions and manipulate amactiee virtual character by using a visual drag-

and-drop programming interface.
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Figure 17: cMotion game

A computer-based intervention for face traininthis Let’'s Face It! (LFI!) program [68]. This
program is comprised of seven interactive compgénes that target the specific face impairments
associated with autism. Those games are organigedai theoretical hierarchy of face processing
domains. The Let’s Face It! Program shows promsaraeffective intervention tool and treatment
alternative.

Figure 18: Let's Face It! game

Emotion Mirror is a project that integrates CompuEexpression Recognition Toolbox
(CERT) with the program Let’'s Face it! [69]. Itascomputer assisted intervention system to enhance
facial expression perception and production indekih with ASD. This game could be beneficial for
children who are already have learned labelinguartterstanding of emotions.
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[ &8 e
Figure 19: Emotion Mirror game

The LIFEISGAME is a facial emotion recognition leirg system based on the interaction
between humans and 3D avatars [70]. It is a comjateed approach that uses real time facial
synthesis of 3D characters in order to teach a&titople to recognize emotions from facial
expressions.

Figure 20: LIFEiSGAME game

3.3.3 Other interventions teaching emotions

MIT Media Lab proposes a wearable device [71] thatceives and reports on social-
emotional information in real-time human interaotid’he system records and analyzes the facial
expressions and the head movements of the perstin whiom the wearer is interacting. This
wearable platform is suggested as an exploratodynaonitoring tool to assist individuals with ASD
in perceiving communication in a natural environinen

The Transporters [72], a DVD for teaching emotiecagnition, is an animation series for
children with ASD (preschoolers or with significdaarning difficulties). It involves toy vehiclesna
real life faces of actors that show emotional esgiens in social context. DVD intends to explore
whether creating an autism-friendly context of jttble mechanical motion can introduce facial
expressions of emotion that then can be learnee emsily than is possible in the real world. The ai
of this program was to teach not just some basiotiems but also some more complex ones.
Evaluations of this project showed improvement®nimotion comprehension and recognition skills
[73], [74] but limited efficiency in teaching basémotion recognition skills to young children with
autism with lower range of cognitive ability [75].
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Figure 21: The Transporters DVD

PixTalk [76] is a software application for WindoWtobile Smart-phones which can be used
as part of ongoing therapy. Teachers and caregosrsaccess a web site and select from an online
library the images to be downloaded on to the Sypilaohe. Children also can browse and select
images to express their intentions, desires, angtiens using PixTalk. An accompanying website
designed to help children with autism spectrum migo to communicate. It is based on PECS in
which children use visual symbols as a form of camivation. Children can browse and select
images using the touch screen application to egpiesr intentions, desires and emotions. PixTalk
can be downloaded for free and be used on any Bbfr&Vindows smart-phone or PDA.

Figure 22: PixTalk game
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4. Final problem statement

Many individuals with autism show deficits in thgierception and recognition of facial
emotions. With the appropriate intervention, eliation of those deficits can be achieved.
Interventions are proposed to start as early asilesand children with ASD appear most able to
benefit when intervention begins at 2-4 years digpically developing children by the age of 2 use
term for basic emotion and from 2-5 years old th&pand their vocabulary. So, for children with
ASD we suggest the age of 2-6 (preschool) to beasdhe starting level of the emotion teaching
process.

Difficulties in identifying and describing feelingse assumed to be an integral part of autism.
Educational interventions can be used as a tobletp individuals with autism to cope with those
deficits. As the number of children diagnosed véthism increased, new methods for educating this
population become necessary. In several studiesputer-based programs have been widely used
with success to teach people with ASD to recogeimetions. However, those computer interventions
require considerable skills for interaction as tisers have to control a mouse or a keyboard. Such
abilities are beyond very young children with amtias they have major restriction in their efficignc
to interact with computers. Our aim is to desigd davelop a gesture controlled Serious Game, as an
early intervention, for Greek preschoolers (2-6rgeald) with autism to teach them basic facial
emotions. Our approach takes into account the pebiaracteristics of preschoolers with autism and
their physical abilities. By creating an educatiom@mputer game which proposes physical
interaction, we hope to make early intervention enappealing and to foster learning of emotions.
This software intends to support individuals witktism, their families and their trainers and also t
assist the preschool teaching and learning protesiis context, we conclude to the following Hina
Problem Statement:

“How can innovative technologies help preschooivith autism to improve facial emotion
recognition skills?”
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5. Analysis

Nowadays, there are interfaces created to be halimase interfaces can be useful and more
appealing for young children and individuals wititism. They provide interaction with the system in
a physical way. Users can control the system watiges or their body movements. They don’t have
to wear anything and they also don’t have to toaci physical input device. A natural interaction
device which operates in the context of NUI carvigie interaction in a physical way.

Previews studies that used Serious Games withrehildiith autism have taken for granted
the required skills and in particular the ability use the mouse or the keyboard. People with ASD
demonstrate delay in fine motor skills which caudiffsculties in grasping and manipulating objects,
such as mouse [77]. Many individuals with autisrpaexience motor control problems in their hands,
leading to difficulties in operating the computeouse. The difficulties they encounter include
moving the computer mouse to designated area, sponeling to the location of the cursor to the
mouse movement, pressing down and lifting up fiager the clicking motion, and clicking the
correct button on the mouse to make selection [TBbse difficulties are also found in typically
developing individuals. Very young children (autisand non-autistic) are unable to functionally
operate the computer mouse. Experiments showeddahaand five year old non-autistic children
make more and less accurate mouse sub-movemergpooach to targets than young adults [79].
With increasing age children in this study demaatett significantly faster and more accurate use of
the mouse think that provides evidence of a striimg between speed and accuracy skills and
developmental maturity. The same problems occurnwblayers are required to use other game
controllers such as joysticks and gamepads. Varnessarch studies have been conducted to evaluate
game controllers with the use of ISO 9241-9 [8(4dehon Fitts’ law tasks which is an effective and
widely used predictor of performance and comfodr. point and select task, evaluation showed that
participants prefer using a mouse and results aeécthat remote pointing devices perform poorly in
terms of throughput, speed and error rate when aosapto a mouse [81]. Touchpads are consider to
be a good solution for young children but evalumichave also shown inferior performance,
increased movement time, lower throughput and higheor rates when compared with a joystick
[82], a trackball [83] and a mouse [84]. Therefonee propose a physical interaction based on
gestures and a controller-free interface as ardifiteinteraction technique. Our game will allow the
user to employ gestures for navigation and intevact

5.1 Serious Games

Also currently, ample researches in Serious GamesHildren with autism have been done.
Serious Games are games designed for a primaryogerrpther than pure entertainment, fun or
enjoyment [85]. Michael Zyda defines a Serious Gasie“a mental contest, played with a computer
in accordance with specific rules that uses erntertant to further government or corporate training,
education, health, public policy, and strategic namication objectives.” [86].

Serious Games for autism cover matters relateddtwagion, therapy for communication,
psychomotor treatment and social behavior enhanuef8€]. Autism Serious Games for education
are designed to help teachers or student durintetteing and/or learning process. Studies shoiw tha
Serious Games are very effective in the areassshfly and education for children with autism.

Many approaches to technology-enhanced intervengélgnon educational methods shown to
result in good outcomes. Modern computer games shotential not just for engaging and
entertaining users, but also in promoting learni@Bgme designers employ a range of techniques to
promote long-term user engagement and motivatidmes@& techniques are increasingly being
employed in so-called serious games, games that taw-entertainment purposes such as education
or training.

Computer interventions such as Serious Games dmulal good approach as they also have
positive effects on children with autism. Seriousn@s have the potential to support the process of
learning and to motivate individuals to learn mdrbey usually run on a personal computer and they
provide a different style of learning. Although iseis games are traditionally associated with
software developments, developing them in the mutfgeld involves studying the associated
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technology and paying attention to aspects reltieidteraction with the game. We will attempt to
apply a Serious Game approach to teach childrdnautism facial emotion recognition.

5.2 Gestures

Gestures play an important role in human-to-humammunication, and they can also be
used in interaction with computer systems. As camnsuare responsible for an increasing number of
tasks in the society, human computer interactio@l{ts becoming more important. Typically HCI is
done with keyboard and mouse, which provide a stand familiar way to access computers.
Nevertheless, in some cases they cannot be acoesstesely do not provide the best possible way of
HCI because the interaction with them is too sl®éodern interaction devices, such as Microsoft
Kinect, Nintendo Wii (Wii) and multi touch surfacpsovide an interesting and more natural way for
HCI. The interaction devices by themselves opehamel to access the computer, but the challenge
is how to use them in the best possible way.

One goal of HCI research is to increase the natessal of interaction. By increasing
naturalness, researchers think of using similarhpdg in interaction that humans use in
communicating with each other. The most natural whyhuman communication is the verbal
communication. It is being increasingly used as ethod for interaction. For example Microsoft
Kinect provides speech recognition equipment, wiiichsists of equipment for capturing audio and
tools for processing voice. The second main hurpamitnan communication method is the
nonverbal communication. Non-verbal communicati@matudes all of the other communication
methods that humans use, such as facial expressidrend gestures. In HCI the most common way
of mimicking human-to human nonverbal communicatthe gesture-based interaction.

Gestures can be divided into two groups of staitt dynamic gestures. A static gesture is a
single pose formed by a single image, while a dyoayasture consists of movement and forms from
a sequence of images.

5.2.1 Gesture recognition

The technique of capturing gestures by computecalded gesture recognition. Gesture
recognition uses mathematical interpretations ofidru motions by a computing device and is used to
trigger actions on the computer. Technology engbdiesture recognition consists of two main types
of devices: contact-based devices and vision-baseites. Contact-based devices include: multi-
touch screens, accelerators, controllers and im&tinted gloves. Vision-based technology is based on
one or several cameras. The captured video seqignbserved in order to analyze and interpret the
motion of it. Various vision-based sensors includenocular cameras, body markers and infrared
cameras.

The methods for gesture recognition vary a lotalt be done through feature extraction and
statistical classification methods. These methaaissist of two stages. In the learning stage, the
extracted features are categorized. In the claasibn stage, the movement is compared to learned
features. In model-based methods the recognitioogsis happens in a single stage where the target’'s
parameters are extracted and then filled to thquate gesture model. In template matching methods,
the whole gesture is considered a template, instéagsing either feature extraction or a gesture
model. Hybrid methods are combinations of thesénou.

5.2.2 Gesture-based interaction

HCI done with gestures is called gesture-basedadati®n. Gestures allow direct, natural, and
intuitive way of interaction. One benefit of usiggsture-based interaction is that it makes a wider
range of actions available to manipulate the systempared to traditional interfaces. Other bengfit
its interface’s ability to change any time, allogiih to be more customizable for application’s reeed
than traditional interfaces.

Gesture-based interaction is a more advanced amor@ natural way of interaction than the
interaction with a traditional keyboard and mouskst gesture based interaction approaches use
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intensity images to extract necessary motion infdirom. However, recently 3D motion information
has been introduced for recognizing 3D gestures.b&oable to recognize gestures in three
dimensions, the system requires some form of vibesed device or a controller, which can track the
position of the user. Three dimensional gestures lma performed with the full body. For the
recognition of human movement, the computer neeai®del or an abstraction of the motion of the
human body parts. Three dimensional gestures gileedpwvidely in the game industry, most notably
with Microsoft Xbox Kinect.

5.3 Natural User Interface

NUI is a user interface that is easy to use argbamless as possible. The perception of using
these types of interfaces can be faded out by pmrading any interaction devices to the user and by
designing the communication process in a formigetally natural and understandable for the user.

The natural user interfaces are an emerging paradighuman-computer interaction which
concentrates on human skills such as touch, visimiee, motion and higher cognitive functions such
as expression, perception and recall. It aims ke t&dvantage of the power of a larger breadth of
communication modalities, leveraging the skills tth@eople earn through traditional physical
interactions.

5.4 Microsoft Kinect

Kinect (formerly called “Project Natdl is a motion sensing USB (Universal Serial Bus)
input device by Microsoft that enables user to mmnand naturally interact with games and other
programs without the need to physically touch a @asantroller or object of any kind. Kinect
achieves this through a NUI by tracking the usbody movements and by using gestures and spoken
commands.

Launched in November 2010, Kinect uses technologyskaeli company PrimeSense that
generates real-time depth, color and audio dathefiving room scene. Kinect works in all room
lighting conditions, whether in complete darknes#aa fully lit room, and does not require the use
to wear or hold anything.

MOTORIZED TILT

MULTI-ARRAY MIC

Figure 23: Kinect sensor

Kinect is a horizontal bar connected to a smalebhasgh a motorized pivot and is designed to
be positioned lengthwise above or below the comporteTV screen. The device features an RGB
(Red Green Blue) color camera, a depth sensora anwise-cancelling multi-array microphone.

Kinect is capable of simultaneously tracking twdivac users. For full-body, head to feet
tracking, the recommended user distance from theosds approximately 1.8 m. Because Kinect's
motorized tilt mechanism requires more power th&atwean be supplied via USB ports, the device
makes use of a proprietary connector and ships avitipecial power supply cable that splits the
connection into separate USB and power connectitls,power being supplied from the mains by
way of an AC/DC adapter.

* http://www.microsoft.com/en-us/news/features/2010/jun10/06-13kinectintroduced.aspx
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Figure 24: Kinect AC/DC adapter

The Kinect for Windows sensor is available in thaited States, for a suggested retail price
of US$249. In addition, the Kinect for Windows sens available through Microsoft distributors in
Australia, Austria, Belgium, Brazil, Canada, Chifghina, Colombia, Denmark, Finland, France,
Germany, Greece, Hong Kong SAR, Hungary, Indialaiv, Italy, Japan, Korea, Mexico, the
Netherlands, New Zealand, Norway, Poland, PortiRagsia, Saudi Arabia, Singapore, South Africa,
Spain, Sweden, Switzerland, Taiwan, the United Afabrates, and the United Kingdom. In Greece
users can buy Kinect for Windows for 249.99 Ehis sensor system is relatively cheap compatie wi
other depth camera which makes it highly acces$ibleesearch purpose.

Using the Microsoft Kinect for assessment of 3Dtamdcal landmark positions provides
both benefits and drawbacks when compared to aenddsed 3D camera system [88]. What really
differentiates Kinect from other devices is itslié§pito capture depth. The device is composed of
multiple sensors. In the middle it has a RGB canal@aving a resolution up to 1280x960 at 12
images per second. The usual used resolution 4880pixels at 30 images per second maximum for
colored video stream as the depth camera has amaaxiresolution of 640x480 at 30 frames per
second [89]. On the far left of the device, it Has IR light (projector). It projects multiple dothich
allow the final camera on the right side, the CMd@&pth camera, to compute a 3D environment [90].

Figure 25: IR light dots

> http://www.multirama.gr/products/product?pid=0721874&catid=070305
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For the audio inputs, the device has 2 microphamesach side for voice recognition. The
device is mounted with a motorized tilt to adjuw wertical angle. Kinect can detect up to 2 uaers
the same time and compute their skeletons in 3 &t joints representing body junctions like the
feet, knees, hips, shoulders, elbows, wrists, hetad,
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Figure 26: Joints tracked by the Kinect in the 3Deferential.

Kinect tracking area is in front of the sensor. Tibl of view is determined by depth camera
settings. In default mode the Kinect is capableasfing people standing between 0.8 m and 4 m, but
as the users need to be able to use their armpradhtcal distance of default mode is 1.2 m torB.5
The horizontal and vertical field of view in defamode is illustrated in Figure 26.In near mode th
Kinect is able to detect standing people from 0.tbr& m, with a corresponding practical range 8f 0.

m to 2.5m.

pracucat limitg

Figure 27: Kinect horizontal and vertical field of view in default range

Kinect's impact has extended far beyond the garmdgstry. With its wide availability and
low cost, many researchers and practitioners inpcen science, electronic engineering, and robotics
are leveraging the sensing technology to develeptie new ways to interact with machines and to
perform other tasks, from helping children withismit to assisting doctors in operating rooms.

5.4.1 Kinect-based applications

The first applications that have been developededaged to controller-free video games that
are based on user’s silhouette extraction and tekelgacking. The extrapolation and tracking of
user's movements has been successfully used ineeffiphysical rehabilitation platforms. Kinect
have been used to develop home-based exerciseapredor patients with chronic pain [91]. A such
rehabilitation game targets people with chronic lmack or neck pain, providing an adventure game
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through which users progress by treadmill walkiregching, relaxing the trapezius muscle, and
moving/rotating the cervical spine.

Kinect-based gesture recognition systems have beegrated in several applications such
as: sign-translation platform for hearing-impaimpbple [92], contact-free visual data interaction i
operating rooms [93] and human-robot interactiof].[®thers active computer vision research areas
where the Kinect features are very attractive abmt-navigation systems [95] and 3D environment
reconstruction [96].

Figure 28: Controller-free interactive exploration of medical images through the Kinect.

The main reasons for using a Kinect camera for abmentioned researches is because
Kinect is a low cost angowerful device which can extract 3D informatiorca@tely while still
providing that other RGB camera can achieve.
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6. Design

In this project we present an educational complogsed single player game specially
designed for preschoolers with autism. The printdijective of this game is to assist young children
with ASD to identify different emotions from faciakpressions. The main goal of this game is to
provide recognition and understanding of facial eoms through early intervention.

Educating children with ASD and particularly teawhithem to recognize and identify
emotions from facial expressions is a significdrdlienge and a complex task. The use of educational
software for teaching social and emotional skiksild help students with ASD to improve those
abilities [97]. Learning tasks developed in digitadvironments using information technology can
motivate the desire to learn in ASD students. Ashage already mentioned in the Pre-analysis,
computer interventions appear to be particulariyrapriate for people with ASD for several reasons.
Traditional interventions previously mentioned d@ntransferred into a computerized version. In our
game, we will provide one to one intensive playdshsntervention, visual support, positive
reinforcement and reward, structural and predietddhrning environment and we will incorporate
practices from all traditional approaches alreadsntioned in order to make intervention more
efficient.

We based the development of the game on some maicipbes. As a Serious Game, it
should have an impact on the player in a realddatext [98]. Our game is explicitly designed to
reach a specific purpose beyond the game itseHinls to teach preschoolers with autism, facial
emotion recognition so as to enhance their socfataction.

Taking into account specific characteristics ofisant we designed the game in order to meet
the needs of students with ASD. A recent study ootedl to analyze user needs for a Serious Games
for teaching children with ASD emotions, revealbe tharacteristics of the children’'s game play
behaviors [99]. The observation showed repetitiatching instead of learning the features, lack of
holistic face processing and deliberately incorssdection. Count on those findings, our game was
intentionally designed to avoid those behaviorse @motions will be presented automatically, one by
one and in different order. For repetition, we mdéue choice not to give them the opportunity to
choose the same emotion again and again. For mgtoistead of learning the features, we decide to
describe the features of facial expressions inparsee level. For lack of holistic face processing,
made the choice to describe all the face featimassreveal the emotion and to ask them to look at
each feature separately. For the deliberate incbeelection, we decide nothing special happening
when they give a wrong answer.

Our design also incorporates a theory-driven gdeasgn framework supported by learning
and developmental theories [100]. The frameworkased on the integration of Kolb’s experiential
learning model and Piaget's cognitive model. Frdiis tsystematic approach were extracted six
essential elements for designing games to teadtirehiwith ASD emotions. Those elements are:
matching, recognition, observation, understandiggneralizing and mimicking. We took those
elements into consideration during the design m®ce

6.1 Game environment

The game environment is simple and less detailedrder to avoid children’s distraction.
Individuals with autism are reported to have sepsdinormalities and to have enhanced perception
of details [101] which may causes distraction. itithials with ASD have significantly better visual
acuity compared with control subject’s aculity, apexior that it lies in the region reported fordsirof
prey. For those reasons we select black contexdepted on a white background and grayscale
stimuli. Black and white contrast may also helpricrease and retain child’s attention and keep them
focused on the screen.

Game begins with an instruction page where theddhiinformed what is going to happen,
what he/she has to do and how he/she can do itt Apan the text on the screen, audio instructions
are also provided. Audio cues are important asrtfeemation presented is clear and age-appropriate.
When the child feels ready, he/she can chooseatbthe game.
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The game provides a structure learning environmdmth consists of 3 different levels with
increasing difficulty. Breaking the teaching intemtion into small learning steps makes the task
easier to perform. In the first level children shiblearn labeling emotions by correlating emotion
terms with images. In the second level they shteddh to recognize emotions from their description
and their association with facial features. In tinied level they should learn to identify the caausé
various feelings in different situations, obtairtedbugh the use of social stories. Those threeldeve
provide recognition, matching, observation, ungerding and generalization of facial emotions.

Individuals with autism are usually visual learnexhich mean that they understand written
words, photos and visual information better thawkep language. Information is good to be
presented through their strongest processing atdeen teaching individuals with autism about
emotions, it is important to keep explanations imspe and as concrete as possible. It is also
recommended to describe each feeling pictoriallyging pictures with clear outline, minimal details
and color [102]. For young children it is advisatiekeep to the basic emotions. In our approaeh, th
basic emotions selected include happy, sad, asgayed and surprised. Those emotions were chosen
because typically developing children can recogaizd understand them between 2 and 7 years of
age. The face stimuli we used are 15 grayscaleoghepphs of male and female faces, taken from the
CAlifornia Facial Expressions (CAFE) dataset [109].images used in the game, met FACS criteria
[26] and all of this faces have been certified BACS-correct” [104]. The stimuli are presented on
each trial with different pair of the same size(Q@50) photos and the goal is to choose the correct
image among the two. We allow player to examimestimuli for as long as necessary before provide

a response.

A B _ Cc
Figure 29: CAlifornia Facial Expressions (A) angry— (B) happy — (C) sad
All the stimuli were converted from .pgm files fing so they can be opened by the program.

We also used Matlab to change stimulus intensityrider to make them more effective. We darken
the images by subtracting a constant value frorh pal| value.

File: Edit Tet ©Go Cell Took Debug Desktop Window “Hel
NEd $R90 |- AMen | k-
BB -0 |+ | #[11 |x |8 |@
1 clear all;
2 close .all;
3 clec;
4
5 iml=imread('angryi.pong"'}:
a8
T imZ=imadd {(imil, -50) ;
g
g imwrite (im3, 'angryvi.pag’, 'pag);
10

Figure 30: Image processing with Matlab
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6.2 Story board

The game consists of five screens where playersiaaigate during the game play. From the
start screen, player can only move to Game 1, fB@me 1 can only move to Game 2 and so on. The
same approach has been adopted for the whole @zanee 1 consists of five parts where each one of
them has a different emotion. Players can moventyforward from first emotion to the second and
SO on.

Game 1: Labeling

Game 2: Features

Game 3: Social stories

Figure 31: Game Process
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Our storyboard provides a full description of theng. Storyboards are another way to
explore narrative possibilities or to rehearse dopmance. A storyboard is a series of connected
pictures, with or without words, that tells a coobus story. Storyboarding is used in software
development as part of identifying the specificasidor particular software. During the specificatio
phase, screens that the software will display aasvid, either on paper or using other specialized
software, to illustrate the important steps of tiser experience. Storyboarding a game means the
maker sketches out ideas for characters and seedghen places them in order.

The reason why storyboarding is useful for us dusaoftware engineering is that it helps us
to understand exactly how the software will workpam better than an abstract description.
Storyboards not only help us to get a grip on taggeups, context, product use and timing, but also
in communicating about these aspects with all peoplolved.

Our game’s storyboard is a sequence of screentaitshow the levels of the game and the
different scenes and goals.

SHOT IMAGE
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Iro Nogwitt 2 Sukdste pio and 1 500 elkoveag yua v [Jpeig 1o ouvaloOnpa nou sxdpdisl n nepypadi
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Fro Muoeywitn 3 dedAele pio and oo Slo smives v vo Bee oo aoveloln e non exdipad = n omopia
oto mdvw pépoe tng oldvng.
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DESCRIPTION

Game begins with an instruction page where theldhkilinformed what is going to happen, what
he/she has to do and how he/she can do it. Wet $#dek context presented on a white background
and grayscale images. A two-hand gesture whicreifopned by moving both hands above the
head is required to start the game.
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SHOT

T V0 ol e

MAIXNIAL 1

IMAGE

NAYTIH

DESCRIPTION

In the first level, children should learn labeliegnotions by correlating emotion terms with images.
The stimuli are presented on each trial with déférpair of photos and the goal is to choose| the

correct image among the two.

SHOT

MALXNIAL 1

IMAGE

NYTIH

DESCRIPTION

Selecting the left image (the orientation of theag®m is decided by looking toward the screen)

requires a one-hand gesture which is performed byinmg the left hand above the headage’s
color changes into light red for incorrect answer.
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SHOT

T P T s i e

MAIXNIAL 1

IMAGE

NAYTIH

DESCRIPTION

Selecting the right image (the orientation againttef image is decided by looking toward t
screen) requires a one-hand gesture which is meeithby moving the right hand above the he
Image’s color changes into light green for the correct answer. Moving to the next play are

requires a two-hand gesture which is performed bying both hands above the head

SHOT IMAGE
Ta dplBLa yepunhivouy kat padetoveal ipoc To péoc. Ta yetua
efvot odypéva ko metovea,
aYMOL
5
MAIXNIAL 2
DESCRIPTION

In the second level they should learn to recogeimetions from their description and their

association with facial features.
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SHOT IMAGE

Oopdyon T opdyvec, 2yepn elba e peyadn apdyw ki g <aphid
iou dpyiae va yrumde duvand. Tpyata mokl e Ty apdyvn. Otay
Phénw apayvn aoddvouc dobo,

MALXNIAL 3

DESCRIPTION

In the third level they should learn to identifetbauses of various feelings in different situagjon
obtained through the use of social stories.

SHOT IMAGE

MIMPABO
DESCRIPTION

“End of the game” screen.
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6.3 Gestures design

In order to create efficient natural user interfadke idea is to design multiple gesture
recognitions for the three tested commands; lgfhtrand next. Once a gesture is operational,nt ca
be tested to reveal its pros and cons. Then itldapted, improved or dropped. The gestures of each
command are put together in groups of three, onedoh command. The interaction device that is
used for this thesis work is Microsoft Kinect besaut is a low cost angbwerful NUI device.

6.3.1 Control mouse gesture

Our first idea was to simulate the mouse eventd Wiinect. We used a DLL file
“KinectMouseController.DLL” in our C# project in der to control the cursor of Windows Operating
SystemlIn Windows the mouse_event function, synthesizegsmenotion and button click. User32 is
a Microsoft DLL that provides a lower- level cortad mouse and allows a control of Windows User
Interface. In our project we added a referencéi® DLL. Our program starts with the detection of
the first skeleton. After that we get the right @igposition (X and Y) of that skeleton and those
coordinates are passed to a method as the mou#omofn this method we also pass screen
dimensions and a Boolean that represents the nuicke(true = pressed, false=released). In our

program, right hand moves the cursor and left haerdorms the click (above the head means left
mouse button pressed and below head means released)

Figure 32: Kinect as a mouse (left click)

The implementation was very complex and the resutie not so good. It was very difficult
to move the cursor in the lower part of the scraed pointing wasn't a nice and natural feeling.

Mouse has been developed for pointing and clickiarslobviously better than Kinect in this field.
So, this idea was rejected.

Figure 33: Kinect as a mouse (pointing at the lowepart of screen)
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6.3.2 Complex gestures

The idea is to find natural gestures that would edntuitively to mind and also be ease to
perform, to see if those gestures can be effiéireptactice or not. The classic gestures of swipesw
used as inspiration. For the left image selectiba,orientation of the image is decided by looking
toward the screen, required a two-hand gesturehnibiperformed by moving the right hand above
the head and swipe to right. For the right imadecsien, the orientation of the image is decided
again by looking toward the screen, required als@ahand gesture which is performed by moving
the left hand above the head and swipe to feft.the moving to the next play area required again
two-hand gesture which is performed by moving bahds above the head.

The implementation is easy. It just computes tis¢adce between joints. For the left gesture
we check if the right hand’s joint position is gievathan head’s joint position and if the left hand
joint position is greater than right hand’s joimisgtion.

if (leftHand.Position.X > rightHand.Position.X && rightHand.Position.¥>head.Position.Y)

i

IR

Figure 34: Left gesture — both hands

For the right gesture we check if the left handimt position is greater than head’s joint
position and if the right hand’s joint positiongeeater than left hand’s joint position.

if (rightHand.Position.X <leftHand.Position.X && leftHand.Position.¥Y>rhead.Position.Y)

rHLY Ko

Figure 35: Right gesture — both hands

For the next gesture we check if both hands’ @eftl right) joint position is greater than
head’s joint position. The "Gesture" method takiesape of it.
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5amePC2 Gamel -

59 Gesturel )

private void Gesture()

{
if (skeleton = null)

foreach (Joint joint in skeleton.Joints)

{
head = skeleton.Joints[JointType.Head);
rightHand = skeleton. Joints[JointType.HandRight];
leftHand = skeleton.Joints|JointType. HandLeft];

if (leftHand.Position.Y » head.Position.Y &% rightHand.Position.Yrhead.Position.Y)

{

gameState = GameState, GanePlay;

}
b

b
h

Figure 36: Next gesture

The Problems with this method are multiple. Fitss idifficult to explain with text onr speech
a young child how to perform this gesture. Alsonity be dfficult for children with autisism who
experience fine motor skills deficits to move thie@nds that wy. For those reasons this solutisolutian wa
also rejected.

6.3.3 Simple gestures

Another approach for the left and right gestureecteld for the game. The next gesture
remained the same as before and we changed leftrgesith the simple “lift you left hand above
your head” and the right gesture with the “lift yoight hand above your head”. The implementation
was easy again and is presented in the Implementseiction.

2 &

36



Mtuyxiakn Epyaocia tunpatog Epappoouévng MAnpodopikng & NoAvpécwv

7. Implementation

Our game is implemented with the use of Kinect,oltis a motion sensing input device by
Microsoft for Windows PCs. Natural Interaction naprised of various middleware components that
work in conjunction to translate real life actioms,to events or actions in a game. With Natural
Interaction, the Kinect is able to track hand gesstyinterpret body motions, and received vocal
commands. Middleware is a component of the firmwhee is used to accurately distinguish “human
body parts and joints as well as distinguish irdlial human faces from one another”. From the
RGBD information provided by the cameras, highat-emiddleware can track the motion of the
body, or even movement of an object. Natural Imtiiwa can therefore precisely track movements in
each part of the body, while “knowing” exactly wisausing the device.

7.1 Hardware requirements

We implemented the game with the use of a Kineas@efor Xbox and a PC with Microsoft
Windows 7. To use a Kinect sensor and to be abjdayp our game, you will need a Kinect sensor
(for Xbox or Windows) and a PC with the following:

e Windows 7 or Windows 8
o Windows 7, 32 bit (x86) or 64 bit (x64) processor
e Dual-core 2.66-GHz or faster processor

e Dedicated USB 2.0 bus
e 2 GBRAM

7.2 Software requirements

A cheap and simple way to do motion capturing isgithe Microsoft Kinect. It offers simple
and reliable skeleton tracking as well as a chofdeoth proprietary and open source SDKs.

In June 2011, Microsoft released a non-commercineét SDK for Windows that includes
Windows 7-compatible PC drivers for the Kinect @eviMicrosoft's SDK does not support older
Windows versions or other operating systems).

Microsoft's SDK allows developers to build Kineatabled applications in Microsoft Visual
Studio 2010 using C++, C# or Visual Basic. Micrassfplanning to release a commercial version of
the Kinect for Windows SDK with support for morevadced device functionalities.

The simplicity of Kinect for Windows made it venasy to within a short time start to
develop something of your own, making it a good fooimplementing our game. Since it was made
to be used in the .NET environment it can alsodmeldor developing games with XNA.

By using Visual studios we were able to use theeKirSDK 1.6 released by Microsoft with
C# as backend. The advantage of using C# was thatownld integrate XNA Game Studio 4.0 to
develop our game using Kinect. Writing the projeabftware in C# provided another advantage. It
would make it possible to utilize the XNA librari@zovided by Microsoft) to create the graphics.

7.2.1Kinect for Windows Software Development Toolki

The Kinect for Windows SDK provides the tools andlg, both native and managed, which
needed to develop Kinect-enabled applications farddoft Windows. Developing Kinect-enabled
applications is essentially the same as developihgr Windows applications, except that the Kinect
SDK provides support for the features of the Kin&otluding color images, depth images, audio
input, and skeletal data.

Some examples of the types of Windows applicattbascan be built using the functionality
supported in this SDK are:

e Recognize and track moving people using skelesaking.
o Determine the distance between an object and timseamera using depth data.
e Capture audio using noise and echo cancellatidima@the location of the audio source.
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o Enable voice-activated applications by programméngyrammar for use with a speech
recognition engine.

The SDK includes drivers and technical documentafir implementing Kinect-enabled
applications using a Kinect for Windows sensor asférence Application Programming Interfaces
(APIs) and documentation for programming in managed unmanaged code. Kinect SDK comes
with NUI library which makes image streaming, deptheaming, audio streaming, 20 different
skeleton joints and adjustable Kinect tilt reackdly the application.

7.2.2 XNA Game Studio

XNA Game Studio 4.0 is a programming environmert tallows using Visual Studio to
create games for Windows Phone, the Xbox 360 censoid Windows-based compuferXNA
Game Studio includes the XNA Framework, which ised of managed libraries designed for game
development based on Microsoft .NET Framework 2.0.

XNA Game Studio is an integrated development emwvitent designed to make it easier to
develop games. XNA Game Studio extends Microsasu¥i Studio with support for the XNA Game
Studio Framework and tools. The XNA Game Studiar&aork is a managed-code class library that
contains features targeted specifically at gameldgwment. In addition, XNA Game Studio includes
tools for adding graphic and audio content to ygame.

The XNA Game Studio Framework is designed to foltb .NET Framework in its design
patterns and idioms. With XNA Game Studio, we car both the XNA Game Studio Framework
and the more general .NET Framework for game dewedmt. The .NET Framework is a popular
development platform for building apps for Window§indows Store, Windows Phone, Windows
Server, and Windows Azure. The .NET Framework platf includes the C# and Visual Basic
programming languages, the common language runéimeean extensive class library.

MNew Project

sl .. =
Visual Studio 2010 | NET Framework 4.0
T ——

- | Sort by: | Default

Recent Templates SOA| Empty Content Project Visual C#

Installed Templates | Ej Windows Game (4.0)
|

4 \Visual C#

Windows !LE Windows Game Library (4.0} Visual C#
Web

I Office

I SharePoint

Xbox 360 Game (4.0) Visual C2

Database Xbox 360 Game Library (4.0) Visual C#

7

Reporting

Silverlight ';='- 'f\ Content Pipeline Extension Library (4.0) Visual CF

Test

WCF ﬁ Platformer Starter Kit (4.0) Visual C#
Waorkflow
XNA Game Studio 4.0

| Other Languages

I' Other Project Types

I Test Projects

Online Templates

Figure 37: Software requirements

7.3 Interaction with the system

Interaction may be one of the areas that need teleloped with extreme care, depending
on the activities and skills to be worked on eatthe games and target group. The computer-based

® http://msdn.microsoft.com/en-us/library/bb200104(v=xnagamestudio.40).aspx
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interventions that use a keyboard or a mouse teraction might cause problem with the younger
children which may not be able to use a computer.g@sture-based interaction approach moves the
control of computers from a mouse and keyboartheéanotions of the body via new input devices.

Our game is designed to be controlled by hand gestun our interactive system, the
recognized gestures are translated into controlntamds. Player has three possible actions in all
game states, to choose the left or the right imege to move to the next play area. These basic
actions are implemented with efficient and easyd® gestures. Moving to the next play area requires
a two-hand gesture which is performed by movindp thands above the head. Selecting the left image
(the orientation of the image is decided by lookingsard the screen) requires a one-hand gesture
which is performed by moving the left hand above liead. Respectively, selecting the right image
(the orientation again of the image is decided dyking toward the screen) requires a one-hand
gesture which is performed by moving the right hahdve the head.

During the game, if the player selects the coroeéhcorrect stimuli, the system will inform
player that he/she gave the correct or incorrestvan Each answer provides an audio and a visual
feedback such as operation-related sounds and iclgatige images’ color. A voice telling “Bravo”
rewards player for the correct answer and a vatleng “Try again” encourages the player to try
again when the user provides an incorrect answberel are no other sound effects because
individuals with ASD may suffer from auditory setnsty [105], may demonstrate oversensitivity to
certain sounds, even at low volume and may feeodiort when exposed to certain sounds [106].
Visual feedback is also provided by changing thageis color into light green for the correct answer
and into light red for incorrect answer. Light aslavere selected because in ASD occur a reduced
chromatic discrimination that is due to generalibn in sensitivity [107]. Children with autismea
less accurate at detecting the differences betwelens and have less accurate color perception [108
Individuals with ASD are also experience hyperdarnsi which includes increased light sensitivity
and harshness of colors. Acute sensitivity to cagresented by their preference or avoidance of a
particular color [109].

7.3.1 Gestures implementation

First of all we need to include the Kinect namespaa add a Kinect sensor to our project and
to initialize the sensor. Next we need to enabtedipth stream. We chose stream resolution 640x480
at 30 frames per second. We get the depth datavarcbnvert them to an image in order to display
them on the screen. The depth stream returns aifrGge, so we need to convert this to 32bit.

private byte[] ConvertDepthFrame(short[] depthFrame, DepthImageStream depthStream)
1
int RedIndex = @, GreenIndex = 1, BlueIndex = 2, Alphalndex = 3;
byte[] depthFrame32 = new byte[depthStream.Framelidth * depthStream.FrameHeight * 4];
for (int il6 = 8, 132 = 8; 116 < depthFrame.Length && 132 < depthFrame32.Length; il6++, 132 += 4)
1
int player = depthFrame[il6] & DepthImageFrame.PlayerIndexBitmask;
int realDepth = depthFrame[il6] »>» DepthImageFrame.PlayerIndexBitmaskWidth;
// transform 13-bit depth information into an 8-bit intensity appropriate
// for display (we disregard information in most significant bit)
byte intensity = (byte)(~(realDepth >» 4));
depthFrame32[132 + RedIndex] = (byte)({intensity);
depthFrame32[i32 + GreenIndex] = (byte)(intensity);
depthFrame32[1i32 + BlueIndex] = (byte)(intensity);
depthFrame32[i32 + AlphaIndex] = 255;

¥

return depthFrame32;

Figure 38: Convert depth data
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We need a byte array to return our data in a 38hitat so we calculate its size based on the
width and height of the depth frame image. Loopihgough the image we take each short of
information and convert it to a byte with a bitfshight; we then apply the intensity to each o th
channels (RGB) and make the alpha channel opdginelly we return our byte array containing the
transformed pixel data.

We need to get the joints so we use an array te sie skeleton data from all skeletons and
we then enable the skeleton stream. After enaltfiagkeleton stream we need to collect the skeleton
data from the sensor. First we open the skeletamdrand test if it is null (no skeletons being
tracked).If we have one or more skeletons that are tracked&ed to get the data from the skeleton
frame. First we check is the skeleton data arragmsty or if the data from the previous frame has
changed (more or less skeletons being trackedje Ifmeet one of these conditions we initialize our
skeleton data array to the correct lengtfter taking the skeleton data from the frame wecé&
actually check the skeletons for their trackingesta

using (SkeletonFrame skeletonFrame = imageFrames.OpenSkeletonFrame())

{

if (skeletonFrame != null)

{
if ((skeletonData == null) || (this.skeletonData.length != skeletonFrame.SkeletonArraylength))

{
}

skeletonFrame. CopySkeletonDataTo(this. skeletonData);

this.skeletonData = new Skeleton[skeletonFrame.SkeletonArraylength];

}

if (skeletonData != null)
{

foreach (Skeleton skel in skeletonData)

{

if (skel.TrackingState == SkeletonTrackingState.Tracked)

{
}

skeleton = skel;

Figure 39: Skeleton data

With the skeleton data now available the gestunglémentation is easy. Our program just
computes the distance between joints and recogmedezed and discreet as well as large and
demonstrative hand gestures. For the left gestarelveck if the left hand joint position is greater
than head joint position and if hip center joirgisater than the right hand joint.

if (handLeft.Position.¥ > head.Position.¥ && handRight.Position.¥Y < hipCenter.Position.Y)

Figure 40: Left gesture
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For the right gesture we check if the right hanihtjgosition is greater than head joint
position and the hip center joint is greater thanleft hand joint.

if (handRight.Position.Y > head.Position.Y && handLeft.Position.¥ < hipCenter.Position.Y)

Figure 41: Right gesture

For the next gesture we check if both hands (ledt right) joint position is greater than head
joint position.

if (leftHand.Position.¥ > head.Position.¥ && rightHand.Position.¥ > head.Position.¥)

Figure 42: Next gesture
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8. Discussion

Increased interest in the potential of technologyy dsers with autism is motivated by the
rapidly growing needs for providing interventionegearch shows that early intervention can greatly
improve the lives of children with autism. Compul@sed tools have been widely used with success
to teach individuals with autism. However, earlieiwention cannot be achieved with computers due
to lack of skills. Gesture-based interaction aimsdntribute to overcoming this restriction.

Serious games with NUI interaction are a promidimtgrvention strategy because they are
appealing, motivating for young children to use aodvenient to access. When the control is done
through the natural gestures, the user does na twalearn how to perform the action and how to
operate the game. Gesture-based interventiongdier ¢o help children with autism to improve their
skills must be carefully designed in accordancé #hieir abilities and needs.

8.1 Future work

The Kinect sensor offers an unlimited number of apmities for new applications such as
gesture-based interventions for individuals withissm. As Kinect sensor can support gesture and
speech recognition and offer motion-sensing andraation, children with autism can benefit to
improve a broader range of skills.

A testing phase for the system is planned wherevileattempt to validate the game design
and to evaluate the game’s usability. Future wasllat also include special designed gestures in
order to improve their fine motor skills or desigrserious Game that will enable child to make facia
emotion expressions that the system will be ablgetect in order to provide a method called “learn
by doing”.
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Appendix

1. Software

>  Microsoft Windows 7
» XNA Game Studio 4.0

arwpdpE

http://www.microsoft.com/en-us/download/detailsd&d=23714

Instructions

Install Microsoft Visual Studio 2010.

Obtain the latest updates for Visual Studio froneidsoft Update.

Download and run the Microsoft XNA Game Studio #h&taller.

Follow the setup instructions.

Launch Visual Studio 2010 from Microsoft XNA Gamei&o 4.0 on the Start menu.

»  Microsoft .NET Framework
»  Kinect for Windows SDK and Toolkit
http://www.microsoft.com/en-us/kinectforwindows/@dvp/developer-downloads.aspx

To Install the SDK and Toolkit

N

10.

N

Make sure the Kinect sensor is not plugged intdt88 port on the computer.

If you have Kinect for Windows SDK 1.0 installedpge any open samples, the
Sample Browser, etc. You do not need to unins@K &.0. Skip to step 5.

Remove any other drivers for the Kinect sensor.

If you have Microsoft Server Speech Platform 1@alled, uninstall the Microsoft
Server Speech Platform Runtime and SDK componeetading both the x86 and
x64 bit versions, plus the Microsoft Server SpeBetognition Language — Kinect
language pack.

Close Visual Studio. You must close Visual Studedooe installing the SDK and
then restart it after installation to pick up théNECTSDK10_ DIR environment
variables that the SDK requires.

From the download location, double-click the Kir&eK-versionNumber-Setup.exe
(where version number is the latest shipped ve)sibnis single installer works for
both 32-bit and 64-bit versions of Windows.

Once this SDK has completed installing successfudlysure the Kinect sensor is
plugged into an external power source then plugstresor into the PC’s USB port.
The drivers will load automatically.

The Kinect sensor should now be working correctly.

To install the Toolkit, from the download locatiordouble-click on
KinectDeveloperToolkitrersionNumber-Setup.exe (where version number is the
latest shipped version). This single installer vgorior both 32-bit and 64-bit
Windows.

To execute tools or samples, install samples, ptoes other resources, start the
Developer Toolkit Browser via the start me#inect for Windows SDK version
number > Developer Toolkit Browserversion number (Kinect for Windows).

If the driver is installed correctly:

The solid green LED on the Kinect sensor shoultitbe

The Kinect sensor should appearDevice Manageras the following nodes
underKinect for Windows: Kinect for Windows Audio Array Control , Kinect for
Windows Camera andKinect for Windows Security Control.

The Kinect sensor's microphone array will appeatenSound, video and game
controllers in Device Manageras:Microsoft Kinect USB Audio.
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2. Code

using System;

using System.Collections.Generic;

using System.Lingq;

using Microsoft.Xna.Framework;

using Microsoft.Xna.Framework.Audio;

using Microsoft.Xna.Framework.Content;

using Microsoft.Xna.Framework.GamerServices;
using Microsoft.Xna.Framework.Graphics;

using Microsoft.Xna.Framework.Input;

using Microsoft.Xna.Framework.Media;

//kinect
using Microsoft.Kinect;

namespace emotionGame

{
/// <summary>
/// This is the main type for your game
/// </summary>
public class Gamel : Microsoft.Xna.Framework.Game

{
GraphicsDeviceManager graphics;
SpriteBatch spriteBatch;

//kinect ---> arxi

//add kinect sensor
KinectSensor kinect;

//place to store skeleton data
Skeleton[] skeletonData;

//place to store our tracked skeleton
Skeleton skeleton;

//a texture to store our Depth Stream
Texture2D depthVideo, jointTexture;

// textures for the joints
Joint rightHand, leftHand, head;

//kinect ----> telos

//Grafika kai paixnidi

//gia to megethos tou parathirou
intw, h;

inti=0;

// Boolean game = false;

enum GameState
{
StartMenu,
GamePlay,
GamePlayl,
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GamePlay2,

GamePlay3,

GamePlay4,

GamePlay5,

GamePlay6,

GamePlay7,

GamePlay8, GamePlay9, GamePlay10,GamePlayll, GamePlay12,
GamePlay13, GamePlayl4, GamePlayl5, GamePlayl6,GamePlayl7,
GamePlay18, GamePlay19, GamePlay20,GamePlay21, GamePlay22,
GamePlay23, GamePlay24, GamePlay25, GamePlay26, GamePlay27,
GamePlay28, GamePlay29, GamePlay30

GameState gameState;

// thesi gia ti katastasi tou pliktrologiou
KeyboardState myKeyboard;

//Gia tis odigies kai gia to titlo kai tis eikones

Vector2 instrPos, titlePos, textPos, leftimgPos, rightimgPos, lastPos, gamePos;
Rectangle instrRec, titleRec, textRec, leftimgRec, rightimgRec, lastRec, gameRec;
Texture2D instr, title, last;

//pinakes pou tha valo tis lekseis kai ta emotions
Texture2D[] text = new Texture2D[15];
Texture2D[] emotion = new Texture2D[30];
Texture2D[] game = new Texture2D[3];

Song[] song = new Song[15];
Song bravo, odigies, pali, telos, titlos;

//xroma eikonon
Color leftimgColor = Color.White;
Color rightimgColor = Color.White;

//Gia na grapso keimeno
//SpriteFont font;

public Gamel()

{
graphics = new GraphicsDeviceManager(this);
Content.RootDirectory = "Content";

// grafika kai paixnidi

// orizo to megethos tou parathirou
graphics.PreferredBackBufferWidth = 1260;
graphics.PreferredBackBufferHeight = 760;

}

/// <summary>

/// Allows the game to perform any initialization it needs to before starting to run.
/// This is where it can query for any required services and load any non-graphic
/// related content. Calling base.Initialize will enumerate through any components
/// and initialize them as well.

/// </summary>

protected override void Initialize()
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{
// TODO: Add your initialization logic here

//kinect----> arxi

//returns the first Kinect Sensor from the collection of Kinect Sensor
kinect = KinectSensor.KinectSensors[0];

//enable the color stream
kinect.ColorStream.Enable(ColorimageFormat.RgbResolution640x480Fps30);

//enable the depth stream
kinect.DepthStream.Enable(DepthimageFormat.Resolution640x480Fps30);

//enables skeleton stream
kinect.SkeletonStream.Enable();

//The color and depth frames are sent to the event handler at the same time so there is no lag between the
images
kinect.AllFramesReady += new EventHandler<AllFramesReadyEventArgs>(kinect_AllFramesReady);

//start the Kinect Sensor
kinect.Start();

//kinect tilt
kinect.ElevationAngle = 5;

//initialise the video texture before it is drawn

depthVideo = new Texture2D(graphics.GraphicsDevice, kinect.DepthStream.FrameWidth,
kinect.DepthStream.FrameHeight);

// kinect ---->telos

//grafika kai paixnidi

//Vazo title sto parathiro
Window.Title = "PC emotio recognition game";

// Vrisko to ipsos kai to platos tou parathirou
w = Window.ClientBounds.Width;
h = Window.ClientBounds.Height;

//Thesi pou tha topothetisei ta antikeimena
titlePos = new Vector2((w / 2) - 240, 20);
instrPos = new Vector2(20, 100);

textPos = new Vector2((w / 2) - 300, 90);
leftimgPos = new Vector2(170, (h / 2) - 100);
rightimgPos = new Vector2(790, (h / 2) - 100);
lastPos = new Vector2((w / 2) - 400, (h / 2) - 340);
gamePos = new Vector2(30, 630);

//dimiourgia rectangle guro apo ta antikeimena

titleRec = new Rectangle((int)titlePos.X, (int)titlePos.Y, 480, 60);

instrRec = new Rectangle((int)instrPos.X, (int)instrPos.Y, 1220, 600);

textRec = new Rectangle((int)textPos.X, (int)textPos.Y, 600, 150);

leftimgRec = new Rectangle((int)leftimgPos.X, (int)leftimgPos.Y, 300, 250);
rightimgRec = new Rectangle((int)rightimgPos.X, (int)rightimgPos.Y, 300, 250);
lastRec = new Rectangle((int)lastPos.X, (int)lastPos.Y, 800, 680);

gameRec = new Rectangle((int)gamePos.X, (int)gamePos.Y, 250, 100);
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base.Initialize();
}
/// <summary>
/// LoadContent will be called once per game and is the place to load
/// all of your content.
/// </summary>
protected override void LoadContent()
{
// Create a new SpriteBatch, which can be used to draw textures.
spriteBatch = new SpriteBatch(GraphicsDevice);

// kinect ----> arxi

//load joint.png
jointTexture = Content.Load<Texture2D>("joint");

// kinect ----> telos

// grafika kai paixnidi

//fortono tis eikones

emotion[0] = Content.Load<Texture2D>("cafe/happy");
emotion[1] = Content.Load<Texture2D>("cafe/sad");
emotion[2] = Content.Load<Texture2D>("cafe/fear");
emotion[3] = Content.Load<Texture2D>("cafe/angry");
emotion[4] = Content.Load<Texture2D>("cafe/happy");
emotion[5] = Content.Load<Texture2D>("cafe/surprised2");
emotion[6] = Content.Load<Texture2D>("cafe/sad");
emotion[7] = Content.Load<Texture2D>("cafe/fear");
emotion[8] = Content.Load<Texture2D>("cafe/surprised2");
emotion[9] = Content.Load<Texture2D>("cafe/happy");
emotion[10] = Content.Load<Texture2D>("cafe/happy2");
emotion[11] = Content.Load<Texture2D>("cafe/fear2");
emotion[12] = Content.Load<Texture2D>("cafe/surprised");
emotion[13] = Content.Load<Texture2D>("cafe/angryl");
emotion[14] = Content.Load<Texture2D>("cafe/sad1");
emotion[15] = Content.Load<Texture2D>("cafe/happy2");
emotion[16] = Content.Load<Texture2D>("cafe/angryl");
emotion[17] = Content.Load<Texture2D>("cafe/fear2");
emotion[18] = Content.Load<Texture2D>("cafe/sad1");
emotion[19] = Content.Load<Texture2D>("cafe/surprised");
emotion[20] = Content.Load<Texture2D>("cafe/surprised1");
emotion[21] = Content.Load<Texture2D>("cafe/fear1");
emotion[22] = Content.Load<Texture2D>("cafe/sad2");
emotion[23] = Content.Load<Texture2D>("cafe/surprised1");
emotion[24] = Content.Load<Texture2D>("cafe/angry2");
emotion[25] = Content.Load<Texture2D>("cafe/happyl");
emotion[26] = Content.Load<Texture2D>("cafe/fear1");
emotion[27] = Content.Load<Texture2D>("cafe/surprised1");
emotion[28] = Content.Load<Texture2D>("cafe/happyl");
emotion[29] = Content.Load<Texture2D>("cafe/angry2");

text[0] = Content.Load<Texture2D>("texts/lupi");
text[1] = Content.Load<Texture2D>("texts/thimos");
text[2] = Content.Load<Texture2D>("texts/xara");
text[3] = Content.Load<Texture2D>("texts/fovos");
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text[4] = Content.Load<Texture2D>("texts/ekpliksi");
text[5] = Content.Load<Texture2D>("images/xaral");
text[6] = Content.Load<Texture2D>("images/thimos1");
text[7] = Content.Load<Texture2D>("images/lupil");
text[8] = Content.Load<Texture2D>("images/fovos1");
text[9] = Content.Load<Texture2D>("images/ekpliksil");
text[10] = Content.Load<Texture2D>("stories/fovos2");
text[11] = Content.Load<Texture2D>("stories/lupi2");
text[12] = Content.Load<Texture2D>("stories/thimos2");
text[13] = Content.Load<Texture2D>("stories/ekpliksi2");
text[14] = Content.Load<Texture2D>("stories/xara2");

game[0] = Content.Load<Texture2D>("texts/gamel");
game[1] = Content.Load<Texture2D>("texts/game2");
game[2] = Content.Load<Texture2D>("texts/game3");

instr = Content.Load<Texture2D>("texts/odigies");
title = Content.Load<Texture2D>("texts/title");
last = Content.Load<Texture2D>("texts/last");

song([0] = Content.Load<Song>("sounds/xara");
song[1] = Content.Load<Song>("sounds/xaral");
song[2] = Content.Load<Song>("sounds/xara2");
song[3] = Content.Load<Song>("sounds/lupi");
song[4] = Content.Load<Song>("sounds/lupil");
song(5] = Content.Load<Song>("sounds/lupi2");
song[6] = Content.Load<Song>("sounds/thimos");
song[7] = Content.Load<Song>("sounds/thimos1");
song[8] = Content.Load<Song>("sounds/thimos2");
song[9] = Content.Load<Song>("sounds/fovos");
song[10] = Content.Load<Song>("sounds/fovos1");
song[11] = Content.Load<Song>("sounds/fovos2");
song[12] = Content.Load<Song>("sounds/ekpliksi");
song[13] = Content.Load<Song>("sounds/ekpliksil");
song[14] = Content.Load<Song>("sounds/ekpliksi2");

bravo = Content.Load<Song>("sounds/bravo");
odigies = Content.Load<Song>("sounds/odigies");
pali = Content.Load<Song>("sounds/pali");

telos = Content.Load<Song>("sounds/telos");
titlos = Content.Load<Song>("sounds/title");

// TODO: use this.Content to load your game content here

}

/// <summary>
/// UnloadContent will be called once per game and is the place to unload
/// all content.
/// </summary>
protected override void UnloadContent()
{
// TODO: Unload any non ContentManager content here
}

/// <summary>

/// Allows the game to run logic such as updating the world,

/// checking for collisions, gathering input, and playing audio.

/// </summary>

/// <param name="gameTime">Provides a snapshot of timing values.</param>
protected override void Update(GameTime gameTime)
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{
// Allows the game to exit
if (GamePad.GetState(Playerindex.One).Buttons.Back == ButtonState.Pressed)
this.Exit();

// grafika kai paixnidi

// Eksodos ap' to pexnidi otan patiso Escape. Kleisimo parathirou
myKeyboard = Keyboard.GetState();
if (myKeyboard.IskeyDown(Keys.Escape))

this.Exit();

if (gameState == GameState.StartMenu)
{
Gesture();
//MediaPlayer.Play(titlos);
//MediaPlayer.Play(odigies);
}

if (gameState == GameState.GamePlay)
{

Gesturel(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay1)
{
Gesture();

}

if (gameState == GameState.GamePlay2)
{
if (i==0)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesturel(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}
if (gameState == GameState.GamePlay3)
{
Gesture();

}

if (gameState == GameState.GamePlay4)
{
if (i==1)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesture2(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay5)
{
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Gesture();

}

if (gameState == GameState.GamePlay6)
{
if (i==2)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesturel(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay7)
{
Gesture();

}

if (gameState == GameState.GamePlay8)
{
if (i==3)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesture2(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay9)
{
Gesture();

}

if (gameState == GameState.GamePlay10)
{
if (i ==4)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesture2(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay11)
{

Gesture();

}

if (gameState == GameState.GamePlay12)
{
if (i==5)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
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i=i+1;
}
Gesturel(skeleton.Joints[JointType.Head],

skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay13)

{
Gesture();
}
if (gameState == GameState.GamePlay14)
{
if (i==6)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}

Gesture2(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);

}

if (gameState == GameState.GamePlay15)
{
Gesture();

}

if (gameState == GameState.GamePlay16)
{
if (i==7)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesturel(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);

}
if (gameState == GameState.GamePlay17)
{
Gesture();
}
if (gameState == GameState.GamePlay18)
{
if (i==8)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}

Gesturel(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);

}

if (gameState == GameState.GamePlay19)
{

Gesture();

}

skeleton.Joints[JointType.HandLeft],

skeleton.Joints[JointType.HandLeft],

skeleton.Joints[JointType.HandLeft],

skeleton.Joints[JointType.HandLeft],
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if (gameState == GameState.GamePlay20)

{
if (i==9)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}

Gesturel(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);

}
if (gameState == GameState.GamePlay21)
{
Gesture();
}
if (gameState == GameState.GamePlay22)
{
if (i == 10)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}

Gesture2(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay23)

{
Gesture();
}
if (gameState == GameState.GamePlay24)
{
if (i == 11)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}

Gesture2(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}

if (gameState == GameState.GamePlay25)

{
Gesture();
}
if (gameState == GameState.GamePlay26)
{
if (i == 12)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}

Gesturel(skeleton.Joints[JointType.Head],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);

skeleton.Joints[JointType.HandLeft],

skeleton.Joints[JointType.HandLeft],

skeleton.Joints[JointType.HandLeft],

skeleton.Joints[JointType.HandLeft],
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}
if (gameState == GameState.GamePlay27)
{
Gesture();
}
if (gameState == GameState.GamePlay28)
{
if (i==13)
{
leftimgColor = Color.White;
rightimgColor = Color.White;
i=i+1;
}
Gesture2(skeleton.Joints[JointType.Head], skeleton.Joints[JointType.HandLeft],
skeleton.Joints[JointType.HandRight], skeleton.Joints[JointType.HipCenter]);
}
if (gameState == GameState.GamePlay29)
{
Gesture();
}

// TODO: Add your update logic here

base.Update(gameTime);

}

/// <summary>

/// This is called when the game should draw itself.

//] </summary>

/// <param name="gameTime">Provides a snapshot of timing values.</param>
protected override void Draw(GameTime gameTime)

{
GraphicsDevice.Clear(Color.White);

spriteBatch.Begin();

// grafika kai paixnidi

if (gameState == GameState.StartMenu)

{
spriteBatch.Draw(instr, instrRec, Color.White);
spriteBatch.Draw(title,titleRec,Color.White);

}

if (gameState == GameState.GamePlay | | gameState == GameState.GamePlay1)
{
spriteBatch.Draw(emotion[0], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[1], rightimgRec, rightimgColor);
spriteBatch.Draw(text[0], textRec, Color.White);
spriteBatch.Draw(game[0], gameRec, Color.White);
}

if (gameState == GameState.GamePlay2 | | gameState == GameState.GamePlay3)

{

spriteBatch.Draw(emotion([2], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion([3], rightimgRec, rightimgColor);
spriteBatch.Draw(text[1], textRec, Color.White);
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spriteBatch.Draw(game[0], gameRec, Color.White);
}

if (gameState == GameState.GamePlay4 | | gameState == GameState.GamePlay5)
{
spriteBatch.Draw(emotion[4], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion([5], rightimgRec, rightimgColor);
spriteBatch.Draw(text[2], textRec, Color.White);
spriteBatch.Draw(game[0], gameRec, Color.White);
}

if (gameState == GameState.GamePlay6 | | gameState == GameState.GamePlay7)
{
spriteBatch.Draw(emotion[6], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion([7], rightimgRec, rightimgColor);
spriteBatch.Draw(text[3], textRec, Color.White);
spriteBatch.Draw(game[0], gameRec, Color.White);
}

if (gameState == GameState.GamePlay8 | | gameState == GameState.GamePlay9)
{
spriteBatch.Draw(emotion([8], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[9], rightimgRec, rightimgColor);
spriteBatch.Draw(text[4], textRec, Color.White);
spriteBatch.Draw(game[0], gameRec, Color.White);
}

if (gameState == GameState.GamePlay10 | | gameState == GameState.GamePlay11)
{
spriteBatch.Draw(emotion[10], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[11], rightimgRec, rightimgColor);
spriteBatch.Draw(text[5], textRec, Color.White);
spriteBatch.Draw(game[1], gameRec, Color.White);
}

if (gameState == GameState.GamePlay12 | | gameState == GameState.GamePlay13)
{
spriteBatch.Draw(emotion[12], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[13], rightimgRec, rightimgColor);
spriteBatch.Draw(text[6], textRec, Color.White);
spriteBatch.Draw(game[1], gameRec, Color.White);
}

if (gameState == GameState.GamePlay14 | | gameState == GameState.GamePlay15)
{
spriteBatch.Draw(emotion[14], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[15], rightimgRec, rightimgColor);
spriteBatch.Draw(text[7], textRec, Color.White);
spriteBatch.Draw(game[1], gameRec, Color.White);
}

if (gameState == GameState.GamePlay16 | | gameState == GameState.GamePlay17)
{
spriteBatch.Draw(emotion[16], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[17], rightimgRec, rightimgColor);
spriteBatch.Draw(text[8], textRec, Color.White);
spriteBatch.Draw(game[1], gameRec, Color.White);
}

if (gameState == GameState.GamePlay18 | | gameState == GameState.GamePlay19)
{
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spriteBatch.Draw(emotion[18], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[19], rightimgRec, rightimgColor);
spriteBatch.Draw(text[9], textRec, Color.White);
spriteBatch.Draw(game[1], gameRec, Color.White);

if (gameState == GameState.GamePlay20 | | gameState == GameState.GamePlay21)

{

spriteBatch.Draw(emotion[20], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[21], rightimgRec, rightimgColor);
spriteBatch.Draw(text[10], textRec, Color.White);
spriteBatch.Draw(game[2], gameRec, Color.White);

if (gameState == GameState.GamePlay22 | | gameState == GameState.GamePlay23)

{

}

spriteBatch.Draw(emotion[22], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[23], rightimgRec, rightimgColor);
spriteBatch.Draw(text[11], textRec, Color.White);
spriteBatch.Draw(game[2], gameRec, Color.White);

if (gameState == GameState.GamePlay24 | | gameState == GameState.GamePlay25)

{

}

spriteBatch.Draw(emotion[24], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[25], rightimgRec, rightimgColor);
spriteBatch.Draw(text[12], textRec, Color.White);
spriteBatch.Draw(game[2], gameRec, Color.White);

if (gameState == GameState.GamePlay26 | | gameState == GameState.GamePlay27)

{

}

spriteBatch.Draw(emotion[26], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[27], rightimgRec, rightimgColor);
spriteBatch.Draw(text[13], textRec, Color.White);
spriteBatch.Draw(game[2], gameRec, Color.White);

if (gameState == GameState.GamePlay28 | | gameState == GameState.GamePlay29)

{

}

spriteBatch.Draw(emotion[28], leftimgRec, leftimgColor);
spriteBatch.Draw(emotion[29], rightimgRec, rightimgColor);
spriteBatch.Draw(text[14], textRec, Color.White);
spriteBatch.Draw(game[2], gameRec, Color.White);

if (gameState == GameState.GamePlay30)

{
}

spriteBatch.Draw(last, lastRec, Color.White);

// TODO: Add your drawing code here

// kinect

----- > arxi

//call DrwaSkeleton method

DrawSkeleton(spriteBatch, new

graphics.PreferredBackBufferHeight), jointTexture);

// kinect

—————— >telos

Vector2(graphics.PreferredBackBufferWidth,
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spriteBatch.End();

base.Draw(gameTime);

// kinect ------ > arxi

//convert the depth frame data into an image
private byte[] ConvertDepthFrame(short[] depthFrame, DepthimageStream depthStream)

{

}

nt RedIindex = 0, GreenIndex = 1, Bluelndex = 2, Alphalndex = 3;

//a byte array to return our data in a 32bit format
//we calculate its size based on the width and height of the depth frame image
byte[] depthFrame32 = new byte[depthStream.FrameWidth * depthStream.FrameHeight * 4];

//Looping through the image we take each short of information and convert it to a byte with a bit shift right
for (intil6 =0, i32 = 0; i16 < depthFrame.Length && i32 < depthFrame32.Length; i16++, i32 +=4)
{

}

r

// transform 13-bit depth information into an 8-bit intensity appropriate

// for display (we disregard information in most significant bit)

int player = depthFrame[i16] & DepthlmageFrame.PlayerindexBitmask;

int realDepth = depthFrame[il6] >> DepthimageFrame.PlayerindexBitmaskWidth;

//apply the intensity to each of the channels (RGB)
byte intensity = (byte)(~(realDepth >> 4));
depthFrame32[i32 + RedIndex] = (byte)(intensity);
depthFrame32[i32 + GreenIndex] = (byte)(intensity);
depthFrame32[i32 + Bluelndex] = (byte)(intensity);

//make the alpha channel opaque
depthFrame32[i32 + Alphalndex] = 255;

//we return our byte array containing the transformed pixel data

eturn depthFrame32;

void kinect_AlIFramesReady(object sender, AllFramesReadyEventArgs imageFrames)

{

//The DepthStream returns a 16bit image so we need to convert this to 32bit

//depth image handling (getting the depth data and converting it to an image)

using (DepthimageFrame depthVideoFrame = imageFrames.OpenDepthimageFrame())

{

//copy the pixel data to a short array
// short[] pixelData = new short[depthVideoFrame.PixelDataLength];

if (depthVideoFrame != null)

{
//We had taken the pixel data and stored it in our short array
short[] pixelData = new short[depthVideoFrame.PixelDataLength];
depthVideoFrame.CopyPixelDataTo(pixelData);

//initilaised the texture
depthVideo = new Texture2D(graphics.GraphicsDevice, depthVideoFrame.Width, depthVideoFrame.Height);

//set the data of depthVideo texture making a call to ConvertDepthFrame.
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depthVideo.SetData(ConvertDepthFrame(pixelData, kinect.DepthStream));

}
}

//collect skeleton data from the sensor
//we open the Skeleton Frame
using (SkeletonFrame skeletonFrame = imageFrames.OpenSkeletonFrame())
{
//test if skeleton frame is null (no skeletons being tracked)
if (skeletonFrame != null)

{

//we check is the skeletonData is empty or if the data from the previous frame has changed
if ((skeletonData == null) | | (this.skeletonData.Length != skeletonFrame.SkeletonArrayLength))
{
//we initialise our Skeleton Data array to the correct length.
this.skeletonData = new Skeleton[skeletonFrame.SkeletonArrayLength];
}
//copy the skeleton data to our array
skeletonFrame.CopySkeletonDataTo(this.skeletonData);
}
}

//check the skeletons for their tracking state
//check for an empty variable
if (skeletonData != null)
{
//loop through each skeleton in our skeletonData array
foreach (Skeleton skel in skeletonData)
{
//we check the tracking state to be Tracked
if (skel.TrackingState == SkeletonTrackingState.Tracked)
{
//copy the data to our Skeleton variable
skeleton = skel;
}
}
}
}

//draw the joints for our skeleton (left hand and right hand)
//We are passing in the SpriteBatch we want to draw the Joints with, the Resolution of our program and a Texture
for the joints.
private void DrawSkeleton(SpriteBatch spriteBatch, Vector2 resolution, Texture2D img)
{
if (skeleton != null)

{

//1oop through the Joints of our skeleton and process each joint
foreach (Joint joint in skeleton.Joints)
{

rightHand = skeleton.Joints[JointType.HandRight];

leftHand = skeleton.Joints[JointType.HandLeft];

head = skeleton.Joints[JointType.Head];

// calculate joints coordinates

//for both axis, we are halving the position of the joint adding a 0.5f correction

//and repositioning it based on the resolution of our program.

Vector2 rightHandPos = new Vector2((((0.5f * rightHand.Position.X) + 0.5f) * (resolution.X)), (((-0.5f *

rightHand.Position.Y) + 0.5f) * (resolution.Y)));
Vector2 leftHandPos = new Vector2((((0.5f * leftHand.Position.X) + 0.5f) * (resolution.X)), (((-0.5f *

leftHand.Position.Y) + 0.5f) * (resolution.Y)));
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}
}
}

private void Gesture()
{
if (skeleton != null)
{
if (leftHand.Position.Y > head.Position.Y && rightHand.Position.Y > head.Position.Y)
{
gameState = gameState + 1;
}
}
}

private void Gesturel(Joint head, Joint handLeft, Joint handRight, Joint hipCenter)
{
if (skeleton != null)
{
if (handRight.Position.Y > head.Position.Y && handLeft.Position.Y < hipCenter.Position.Y)
{
rightimgColor = Color.LightGreen;
gameState = gameState + 1;
1
else if (handLeft.Position.Y > head.Position.Y && handRight.Position.Y < hipCenter.Position.Y)
{
leftimgColor = Color.LightPink;
1
1
1

private void Gesture2(Joint head, Joint handLeft, Joint handRight, Joint hipCenter)
{
if (skeleton != null)
{
if (handRight.Position.Y > head.Position.Y && handLeft.Position.Y < hipCenter.Position.Y)
{
rightimgColor = Color.LightPink;
}
else if (handLeft.Position.Y > head.Position.Y && handRight.Position.Y < hipCenter.Position.Y)
{
leftimgColor = Color.LightGreen;
gameState = gameState + 1;
}
1
1

// kinect ------ > telos
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3. Presentation

Gesture-based Serious Game pe 0épa

NV avayvopion Tov cuvastudtov

oo TG EKPPAGELS TOV TPOGATOV YLo
TOUO1A LLE CUTIGUO.

Autism

It's not a processing
error. It's a different

operating system.

To Grop pe cuTIoPS GKEQTOVTEL SIUPOPETIKG Kot £xouy évav 1diaitepo
TPOMO avtiknyme ko katavonorc Tav avBporoy kot Tov tepifdilovioc.

Awdyvteg Avontuélokég AtatapayEg -
dacpa tov AvTiIGHOV

* O avniopog mpocdiopileton wg pa coPopn) Awdyu
Avantoéakn Awtapayn.
v Ao = emnpealel TepoodTepovg amd Evav Topsls avarTtuéng.
V" Avartoéukl = rapovciddel amoxhioeg kal kubvotepnoeg oty
YOYOKIVITIKY GVATTUSH TeV Tatdidv.
« Eival 0 mo ovyvog kot KOpiog eKnpdommog g opddag tev
Awtapayiv oto Gdopa tov AvTiopon.

Pervasive Davalopmental Disorders

v - 4
Rart

- -
ST
Dinordor )
‘Autism Spectrum Disorders. -__-_/ -h./

v v L -
AT P

Kowovikn aAAnAenidopaon Kot
avtiopog (1/2)

* O avtiopdg xapoktnpiletar amd TO0TIKEG OmTOKAIGELG GTNV
KOWOVIKT oAAnAemiopaon.
v Tlowtikég ducKorieg GTNV KOWMVIKY KATAVONGY, GUVAAAAYH
Kot GuvausOnpaTikn apotardTnro.
v EMeupa oty Kovevikh oAnkenidpaon dnpuovpysi mpofinpo
GTNV TPOGUPLOYT TOV UTOUMV GTO KOWMVIKG de30UEVa.
v TIpoBMpate 6Tig KOWmViKeG 6YEceg MY® TOV ampdseopmy,
OKOTAAANA®V KOt TPOPANUATIKOV GOUTEPIPOPDV TOL TaS100.
* Baowd XepoKTNpIGTIKO TOV GVTIGUOD GE GXECT HE TV
KOWOVIKT oAnAenidpoon:
v’ Advvapia TV aTdp®Y VO, aveyvepiGouY Kot Vo KUTEVORGOouV Tig
S1KEG TOV CUVACONUATIKEG KO VONTIKEG KOTAGTAGES KAOMG Kat
TOV GALOV ATOUOV YOP® TOVG.

AvTiopnog

TIpoépyetar amd TNV EAANVIKY AEEN «EaVTOGY.

v YnodnAdvet amopéveon evog aTdHov GTOV EQVTO TOL.

Opdda dotapaydv mov oyetiovtot pe v avantuén tov
£yKe@alov.

Tapovcidletar mo cuyvd ota aydplo amd OTL 6Ta KOpPiTolo
(4:1).

Tao axpipn] aitia dev eivon axopn yvootd.

v Yrdpyovv evdeifelg 6Tt mBavOv va TPOKVTEL Ud TEPIGCOTEPES
amd o artieg (yevetweoi, Proroyucol kat meptfouriovicol
TOPAYOVTEG).

EpgaviCetar cuviog Tptv T COUTAPOON TOV TPLOV
TpOTOV Xpdvev g {ong Tov tardod (DSM-IV-TR, ICD-
10).

Emwcpdnon avticpoo - tpidoa
datapoydv

TIpdopateg EMINUIOAOYIKEG £PEVVEG TOPOVGLALOVY
onpavtiky avénon ota tosootd (2006-2008 avénon 23%
kot 2002-2008 avénon 78%).

v Y moykoopo eninedo sfvar 62/10.000 (mepimov 1/160) n
EKTIUMOUEVY EMKPATNON TOV Atatapaydv 6to Pacpa Tov
AvTIGH0Y.

v Ymv EALGSa tovhdyiotov 20.000-30.000 dropa pe Stotapayis
avanTuéng avTIeTIKOD THTOV.

O avtiopdg ennpedlet Tpelg TEPLoyés TG avAmTLENG:

v Kowoviky alinlenidpacn

v Emicotvovia

v’ Anpovpyqy eavtacio

Tlepthapfaver £va gupd pdopo copnTORdTOY Kot
TOPOLGLALEL TOWKIAOHOPPic 6TV KAVIKT E1kOVaL.

Kowovikr aAAnienidopoaon Ko
avTIcpog (2/2)

H xatavonon tov cvvarsOnudrtov amoppéet and to
GUVOVOOHO JLOPOPETIKMV TANPOPOPLOV:

v AVToA Loy AEKTIKGOV KOl PN-AEKTIKOY HNVOUATOVY, e GKOTO Ta
GTopa VoL Tupéyovv Kat vo. Aapfdvovy Thnpopopies yio Tov
£0TO TOVG KaL Y10, TOVG GAROVG.

XpNnoomoody eAGYIoTEG UN-AEKTIKEG EKQPACELS Y10l VO
dnhdoovv ta dud Tovg cuvoncOnipaTa.

O1 eKQPAGELG TOV TPOGAOTOV KOL OL YEPOVOpiEG TOVG efvarn
TOPGEEVES, UNYAVIKEG KOl SEV YOVV ETKOVOVIOKO
KOPUKTIPOL.

To npdowmo givar 0 «KaOPETTNGH TG cLVELCONULATIKNG
KOTAGTAGNG.

v Ot eKQPAGELS TOL TPOGOTOV ATOTEAOVY TV EEMTEPIKY
£KONAOON TNG ECMTEPTKNG CLVAIGONUATIKNG KATAGTUCNS TV
OTOHOV.
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Adoackalio cuvocOnuaTOY Kot
QVTIGUOG

‘Evo onpavtiké m00o0To aTOpmV PE ovTIoHO TUpovstlet
Bek‘nwcn GTOVG TOUEIG TMV YUPAKTNPIOTIKAOV S10TOPOYDV
UETE amd EKTOISEVOT.
Ot cuvareOnpoTicég Kot Kowavikeg deE10TNTES TV TadIHV
aVTOV PITopodY vo. KodkiepynOobv.
H exnaidevon pmopei kot mpémet vo Egkvael amd mord
pepn ko,

v AdY® ™G TAAGTIKOTNTAG TOV EYKEQPAAOV TTOV EMTPEMEL TN

PéLTioTn agopoimon Tov epedicpdTov.

H npdwn nopéppaocn eivar daitepa onpovikn yo to
TOWdLGL UE AVTIOUO.

v Behtidvet ) AetovpytkéTnTe. T0Ug Kot Ty moéTnTa g Long
TOVG KO TNG OIKOYEVEIAG TOVG.

Ta mondié nhkiog 2-6 1@V PITOPOLY VoL TAPOKOAOVOT GOV
mpoypappa TpdNg Tapéufaonc.

Serious Games Kot avticpog (2/2)

Ot tapepPacelg Pe ) xpNoT VIOAOYIGTY AmoLTOOV
oNHavTIKEG deE10TNTES Yot TNV AAANAETIOpaOT).

v’ AgE16TNTEG Y10 TO XEPIGUO TOV TOVTIKION 1)/KO1 TOV

TANKTpPOLOYIOL.

IIponyodpeveg peréteg mov ypnoponoinoav ta Serious
Games pe 10 Tod1d pe avTIopod, Aapfavay og Se30HEVES TIg
OMOLTOVUEVEG IKAVOTNTEG YPNONG TOL TOVIIKIO 1/KOL TOV
TANKTPOAOYiOV.
Avtég ot kavomTeg eivan mépa amd TG SuvaTdTNTEG TOV
£YOVV TOL TOAD HKPA TOLOLA LLE OVTIGULO.

v Avtipetonifovv coBapods TEPopIGHoDE GTHY KOVOTNTA
OAANAETIBPOONG UE TOV VITOAOYIGTY).

v TIpwv ™V nhaxia tov 6 £1dV, Ta neptocdtepa madid, He GuTIGHS
dev £youv owTég Tig Pactiég de&tdtnTes.

[MepBdArov moryvidov(1/2)

Eivot modd amho kot pe 1o duvatov Ayotepeg
AemtopépEteg.

v T va amopevydei n amdcsmacn T Tpocsoyng.
Mavpa ypdppota Kot Keieva o€ AeVKO POvTo.

v Avtifeon dompo-poadpo Yo avénon kot Swipnon
TPoGoNG KaOMG Kat GLYKEVTP®OGT GTNY 006V,

Hymtwkég odnyleg — mAnpogpopies.
I'kpt epébiopa (e1kOVES).

Avoytd TpAcIVo - COGTH aTAVINGT).
Avoryto kokkvo - Adfog ardvinon.

Serious Games kot avTiopog (1/2)

Serious Games = NAeKTpoOVIKG Taryvidio pe cofapovg
oKomolg, Ommg 1 ddackakrio N 1 ekmaidevon.

“Serious Games: a mental contest, played with a computer
in accordance with specific rules, that uses entertainment to
further government or corporate training, education,
health, public policy, and strategic communication
objectives” Michael Zyda (2005).

TIpoypappata pe vroroyloT £x0Vv gVPEDG YpNoLpomomOel
pe emuyio Yo vo 318GE0VV TV avayvopion tomv
cuvalcOnpdtev oe GTopa He CVTIGHO.

v Eivot katéAnia ot pnopovv VO EVGOUATOCOVY TPUKTIKEG
and OXSQ g T[(XPCLOOGIGKSQ KPOGS'Y"{IGSIQ

v "Eyouv Bt emippor| 610, Toudié Le avTIGUG KOl TUPUKIVOLY Ta.
dropa vo pdBovv meptocdTepa.

Serious Game - ekpdonon

oLVAUGONUATOV - PLGIKY aAANAETIOpOoN

*  Anpovpynoape £vo EKTOLOELTIKO Tatyvidt:
v Oépa Tayvi1o 1 avayvdpion covaetNUAToV o6 Tig
£KQPACELG TOV TPOGHTOV.
v Baciletar 6T1g apyés tov Serious Games.
v AapBdvet voyn Ta E181KE OPAKTINPLETIKG TOV GVTIGHOD.
v Epyoheio mpdiung mapépuPacng.
v E1d1K6 6Y£31061EV0 VO OVTAMOKPIVETAL OTIG AVAYKES TOV
o1V TPoGXOAKNG NMKing HE HVTIGHO.
v Eleyydpevo pe ysipovopiss (ouoikh aAnienidpaon).
* Kiprog okomdg va oTnpi&ovpe o GTORO PE OVTIGUO, TIG
OLKOYEVELEG TOVG KOl TOVG EKTOLOEVTEG TOVG.
v Na evicydcovpe ) Sidaxtich dadikacia.
v No. Bon@ficovpe v KOWeVIKH £viaén Tov tadidy.

[Tep1Bairov mayviowoo (2/2)

Aopnpévo pabnoiakod meptBdAiov amotelovpevo omd Ttpio
emineda pe avavopevn dvokoia.
v Mikpétepa Puata kévovv T Stadikacio svkordtepn va
EKTELEOTEL
Ta tpia eninedo Topéxovv Yo To. GuvoucsOpoTo omd Tig
£KQPAGELG TOV TPOGHOTOV:
v’ Avayvépion, Avtictoiynon, Hopatipnon, Katavénon,
T'evikevon.
Ta o pikpd moundid ivor oKOmTo vor EEKIVIGOVLE e TOL
Baokd cuvaicOnpata:
v Xapé, Abmn, @vués, Exninén, ®6Bog
Ta TumkoG avanTueodpeve Tadid avayvopilovy Kot
kotarafaivovy ta Bactkd cuvaicOnpate oe nAwio 2-7
APOVDV.
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Hymtucég odnyieg - minpopopiec

* O mhnpogopieg mov mopovoidloval eivar Eexdbopeg

Kot KOTAAANAES Yo TNV NAKIO TV ToUdtdV.

* Hyntw omdxpion cusTipotos.

v AdBog amdvinon:

o «IIpoomadnoe naim yio evhappoven.
v ZwoTh andvinon:

o «Mmpdfo» yo emBpdapevon.

* Agv VIapYoLV GANO NYNTIKG EQE.

v Yrepevarohnoio og opiopévoug qyovg (akopm kot xopnAnig
£vTaong).

v Awsbdvovtar duopopia dtav exteboldv og opiopévoug
oG,

Ewdvec - epébhopa (2/2)

* Ot ekOVEG TOV YPTCLLOTOCULE Elvar:

v Grayscale potoypapiec.
v Avtpikd ko yovaukeio Tpdsma.
v'CAlifornia Facial Expressions (CAFE) dataset.

v TIAnpodv ta kprtipro. FACS ko éxoov
motornomBel wg FACS-correct.

* Ot gicdveg mapovctdlovral og KGO dokiun pe

Srapopetikd (VYN POTOYPUPLDV.
v Z16y06 gival 1 ETAOYH TNG 6WOTH EIKOVAG.

‘Evapén maiyvidion

To margvidr Eexivaer e ) Geribu odnydv 6mov o Tadi TANpOPopeital Y1t TO
TLAPOKELTHN Vo GOUPEL, T IPEMEL VA KAVEL KL TS VL TO KAVEL

‘Orav 1o mondi aicBavBel topo propel va emiéler v évapln) tov aoyvidiod.

Magaivw Ta ouvaioiyara

Ewdvec — epébhopa (1/2)

* Ta dropa pe avtiopd givar cuvdmg ontikoi THTOL.

v Katavooov kot eneEepydloviat Tig ypomtég AEEeis, Tig
POTOYPOPIES KA TIG OTTIKEG TANpOPOpieg KoadldTEPQ MO
™V opuAio.

o Eivot kakd ot mAnpogopieg va mapovsidoviot pésm g
1oyLpoTEPT|G TOVG TIEPLOYT) Emelepyaciag.

v To GUVOLGHNHOTO TAPOVGLALOVTAL [IE EIKOVEG:

o Xopig mepiypoppio.
o Xopig ypodpa.
0 Me ehy10Teg AemTopépeteg.

* A\ Kot GUYKEKPLUEVT EMEENYNON TOV
ocuvolcOnpdtov.

XPWHOTLKEG ETUAOYEG

* ACTPO, LAV PO, AVOLXTO KOKKLVO, AVOLXTO TPACLVO
KOl ATTOXPWOELG TOU YKPL.
v Melwpévn tkavotnta SLaKkpLong XpwHATWY.
v Melwpévn xpwpatikr evatsdnota.
v’ Auckohia otnv avixveuon Sladopwv avapesa ota
xpwuata.
v Melwwpévn avtiAndn Twv XpwpaTwy.
v YrniepevatoBnota kat avénuévn dwrosvatcdnoia.
v Npotiunon i anoduyr GUYKEKPLUEVWY XPWHATWV.
o MNapddewyua: Tpwve uévo OtL givat KOKKLVO.

[TpdTo Tayvidt — tavtomoinom

+ Y10 1° eminedo to mondi pabuiver v Tavtontoinon (labeling) Tmv
GUVIIGHNHATOV HEGEH TOV CUGYETIGHOD AEENS LE EIKOVA.

-

|
NAYTIH

MAIXNIAL 1
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Agbtepo mayvidl — avayvopion and to

YOPUKTNPIGTIKE TOV TPOGHOTOL

+  Xro2° eminedo to mondi pubaiver v avayvapion tev cuvaictnuitev and

TV TEPLYPUPT] KUL TT] GUGYETIGT TOVG HE TU JUPUKTIPIGTIKG TOV
TPOGHTOV.
—

| Ta ¢pdba i poiy ot npeq 1 sica. Taelia
chvn ooyt ko v,
om0t

MAIXNIAL 2

ANEN Tayvidon

* To mayvidt teppatiler pe ™ oehida téhovg 6mov 10 TS
EVIILEPMVETUL Y10 TNV OAOKANPOGT NS dtadikaciag.

[

TEAOZ NAIXNIAIOY

%99

MMPABO

Xepovopieg (1/2)

* To mouyvidt ypnoiponotei non-touch based NUL
* Eléyyeton pe yeipovopieg mov yivovtot pe ta xépia
(hand gestures).
v To cVGTNHO AvayVOPILEL TIG XELPOVOLIES Kat TIg
peta@pdalel og eviolég eLEyyov.
* O maiktng €xet 3 duvoTtég evépyeleg oe Ola oL GTASIOL
TOL ToYVIdL00:
v EmA0Yn 0pLoTephg EKOVaG
v Emhoyn 816G stkdvag
v Emopevn meployf] moyvidiod
* Ot evépyeleg MPOYUOTOTOLOVVTOL HE OMOTELECUOTIKEG
Kot €0KOAEG GTNV VAOTOINGT) YEPOVOLIES.

Tpito mayyvior — Kowvevikég 1otopieg

+  ZIro 3° eminedo to mondi pobaivel HEGH KOWEOVIKGOV IGTOPLOV VL
UVOYVOPILEL TIS GITIES TOV GUVUIGONUATOVY TOV TPOKHATOVY U
SWPOPETIKES KUTUTTUGELS.

G o e, Ml g il epl a1
o g e o ot el v aphte, Dnar
i 0o o 493

MAIXNIAL 3

YAomoinon tov mayviorwov (1/3)

* Microsoft Kinect yio vroroytot pe Windows.
v Tuokevt £16650V Y1 aviyxvevon kivnong.
0 DTVOS KAt EDKOAOG TPOTOG Yo GHAAN Y Kiviong.
v Al kot a10motn aviyvevon Tov okeletov (skeleton
tracking)
v’ Avoytob kddika SDK
* Visual Studio 2010
v'Kinect SDK 1.6
v TAdooa Tpoypoppatiopod C#
v XNA Game Studio 4.0
o "Etoueg Biprodnkes tov XNA yia 1) dnpovpyia temv ypaoikdv

Xepovopieg (2/2)

* T va poywpnoetl oty emdpevn meployn:
v’ Anautel yepovopia kat pe ta Vo xépia
o Metakivnon yeptdv ynid, Tave and To Hiyog Tov KePUAL0D.
* T v emhoyn ™g aplotepng ekovog (6mmg
KOLtaLovpe v 000vn):
v’ Antautel epovopia pe To &va xépt
o Metakiviion Tov apioTepod yeptod YNAd, Tave amd To HYog Tov
KEPAAL0D.
* T v emdoyn g de&ldg etkdvag (6mmg Kottdlovpe
mv 00ovn):
v’ Antautel yepovopial pe To £va xEpL
o Metakivnon tov e&100 yep1od ynAd, Tave and To HYog TOL
KEPAAL0D.
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