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Περίληψη 
 

Οι ςυνεχϊσ μεταβαλλόμενεσ απειλζσ ςτον κυβερνοχϊρο αποτελοφν κακοριςτικό 

χαρακτθριςτικό του ςθμερινοφ παγκόςμιου τοπίου. Η αςφάλεια ςτον κυβερνοχϊρο είναι 

απαραίτθτθ για οργανιςμοφσ, επιχειριςεισ και πολλοφσ άλλουσ ενδιαφερόμενουσ και ζνα 

από τα ςθμαντικότερα ηθτιματα για τθ βιομθχανία 4.0. Με μια ποικιλία ατόμων που 

ςυμμετζχουν ςε οργανιςμοφσ, δίκτυα επιχειριςεων, βιομθχανίεσ, περιιγθςθ ςτον Ιςτό, 

ςχετικά με τισ επιχειρθματικζσ τουσ εργαςίεσ ι άλλεσ διαδικτυακζσ δραςτθριότθτεσ, πρζπει 

να λθφκοφν μζτρα για τθ διαςφάλιςθ τθσ εποπτείασ κάκε χριςτθ. Το πρόβλθμα είναι ότι με 

το ςυμβατικό δίκτυο που χρθςιμοποιείται αυτιν τθ ςτιγμι, ζνασ διαχειριςτισ δικτφου ι 

ζνασ επαγγελματίασ πλθροφορικισ δεν μπορεί να ζχει ακριβι εικόνα ςε πραγματικό χρόνο 

για το πόςεσ ςυςκευζσ βρίςκονται ςτον οργανιςμό, τθν επιχείρθςθ ι τθ βιομθχανία και δεν 

ζχει τθν ευελιξία να αλλάξει το δίκτυο τοπολογία εν κινιςει, για τθν αντιμετϊπιςθ των 

απαιτιςεων χριςθσ ςε πραγματικό χρόνο ι ςυμβάντων αςφαλείασ. 

Το Δίκτυο Κακοριςμζνο από Λογιςμικό (SDN - Software Defined Network) είναι πολφ 

ςθμαντικό για τθν οργάνωςθ του δικτφου ςτθ Βιομθχανία 4 επειδι επιτρζπει τον 

διαχωριςμό του ελζγχου από τισ ροζσ δεδομζνων. Ωσ εκ τοφτου, είναι ςφμφωνο με τισ 

άλλεσ αρχζσ του λογιςμικοφ και τθσ νεφοποίθςθσ τθσ παραγωγισ. Ο ελεγκτισ 

ενορχθςτρϊνει τισ περιόδουσ ςφνδεςθσ δικτφου μεταξφ υπθρεςιϊν ςε κοντζινερ και 

τελικϊν χρθςτϊν ι τελικϊν ςυςκευϊν. Ζνα τείχοσ προςταςίασ ςτθν είςοδο ενόσ εταιρικοφ 

δικτφου παρακολουκεί τθν κυκλοφορία δεδομζνων και επιτρζπει τθν επιβολι κανόνων ςε 

επίπεδο ροισ. Το Σφςτθμα Ανίχνευςθσ Ειςβολισ / Σφςτθμα Πρόλθψθσ Ειςβολισ (IDS/IPS - 

Intrusion Detection System/Intrusion Prevention System) επιτρζπει τθν εφαρμογι κανόνων 

ςχετικά με τθν προςταςία τθσ υποδομισ από κακόβουλουσ ειςβολείσ και ενορχθςτρϊνει 
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τθν προςταςία τθσ αςφάλειασ ςτον κυβερνοχϊρο του ςυνολικοφ οικοςυςτιματοσ από τουσ 

ειςβολείσ. 

Με κίνθτρο τα παραπάνω, αυτι θ μεταπτυχιακι διατριβι κα αξιοποιιςει τθν ευελιξία των 

Δικτφων Κακοριςμζνων από Λογιςμικό, τθσ τεχνολογίασ Βακιάσ Επικεϊρθςθσ Πακζτων (DPI 

- Deep Packet Inspection) και του Δικτφου Εικονικισ Λειτουργίασ (NFV - Network Function 

Virtualization), αξιοποιϊντασ εικονικζσ μθχανζσ για να μιμθκοφν ζνα πραγματικό 

περιβάλλον παραγωγισ που αποτελείται από διάφορα ςυςτιματα παραγωγισ και 

λειτουργίεσ αςφαλείασ. Εςτιάηοντασ ςτισ πτυχζσ τθσ αςφάλειασ ςτον κυβερνοχϊρο, κα 

εκτιμθκεί τόςο θ εκτεταμζνθ επιφάνεια επίκεςθσ που κα ειςαχκοφν αυτζσ οι νζεσ 

τεχνολογίεσ, όςο και οι ενιςχυμζνοι μθχανιςμοί αςφαλείασ που επιτρζπουν (π.χ. 

αντιδραςτικζσ ι κινοφμενεσ τεχνικζσ άμυνασ). 

Για να μάκουμε περιςςότερα ςχετικά με το πϊσ λειτουργοφν τα Δίκτυα Κακοριςμζνα από 

Λογιςμικό και οι ςχετικζσ τεχνολογίεσ και πϊσ κάποιοσ με τθ διοικθτικι κζςθ πάνω του 

μπορεί να το κάνει πιο αςφαλζσ, καταλιξαμε ςτθν ιδζα να δθμιουργιςουμε ζνα εικονικό 

Δίκτυο Κακοριςμζνο από Λογιςμικό και να εφαρμόςουμε λφςεισ αςφαλείασ ςε αυτό, 

βλζποντασ πϊσ κα ςυμπεριφερόταν ςθμειϊνοντασ ταυτόχρονα ςτατιςτικά ςτοιχεία κίνθςθσ 

και ροισ πακζτων δεδομζνου ότι θ πλατφόρμα εικονικοποίθςθσ που χρθςιμοποιιςαμε δεν 

ςυνοδεφεται από ςυγκεκριμζνα εργαλεία ι εφαρμογζσ αςφαλείασ Δικτφων Κακοριςμζνων 

από Λογιςμικό, ενςωματϊςαμε μια παραδοςιακι λειτουργία αςφαλείασ ςτθν υλοποίθςθ 

τθσ υποδομισ μου. Τα παλαιά δίκτυα είναι επίςθσ ξεπεραςμζνα, παρζχοντασ ζνα ευρφ 

φάςμα πόρων αςφαλείασ παλαιοφ τφπου που μπορεί να χρθςιμοποιιςει κάποιοσ. Το 

Δίκτυο Κακοριςμζνο από Λογιςμικό λειτουργεί πολφ παρόμοια με ζνα τυπικό δίκτυο και 

όταν πρόκειται για πακζτα κυκλοφορίασ και πρωτόκολλα, είναι δυνατι θ χριςθ αυτϊν των 

πόρων ςε υποδομι Δικτφου Κακοριςμζνο από Λογιςμικό. Στθ ςυνζχεια, ολόκλθρο το ζργο 

άρχιςε να αςχολείται με αυτό, ελζγχοντασ τθν αποτελεςματικι ενςωμάτωςθ υπαρχόντων 
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εργαλείων αςφαλείασ δικτφου ςτισ λειτουργίεσ μασ για να κάνουμε το SDN αςφαλζςτερο 

και πιο ανκεκτικό ςτισ επικζςεισ. 
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Abstract 
 

The ever-changing cyber threats are a defining feature of today's global landscape. Cyber 

Security is essential for organizations, businesses and many other stakeholders and one of 

the major issues for Industry 4.0. With a variety of people participating in organizations, 

businesses networks, industries, browsing the web, going about their business tasks or other 

online activities, steps must be taken to ensure the supervision of each user. The problem is 

that with the conventional network currently in use, a network administrator or an IT 

practitioner cannot have an accurate real-time view of how many devices are in the 

organization, business or industry, and does not have the flexibility to change the network 

topology on the fly, to address the real-time usage requirements or security incidents. 

SDN is very important for network organisation in Industry 4 because it enables separation 

of control from data flows. Hence it is inline with the other principles of softwarization and 

cloudification of the production. The controller orchestrates the network sessions between 

containerised services and end users or end devices. A firewall at the entrance of an 

enterprise network monitors the data traffic and enables rules enforcement at flow level. 

IDS/IPS enables the application of rules concerning protection of the infrastructure from 

malicious intruders and orchestrates the cybersecurity protection of the overall ecosystem 

from attackers. 

Motivated by the above, this Master’s Thesis will leverage the flexibility of Software Defined 

Networks (SDN), Deep Packet Inspection (DPI) technology and Network Function 

Virtualization (NFV), exploiting virtual machines to emulate a real production environment 

consisting of various production systems and security functions. Focusing on cybersecurity 

aspects, both the expanded attack surface that these new technologies introduced will be 
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assessed, as well as the enhanced security mechanisms that they enable (e.g. reactive or 

moving defense techniques).  

To learn more about how SDN and related technologies work, and how someone with the 

administrative position over it can make it safer, we came up with the idea of setting up a 

virtual SDN network and implementing security solutions on it, seeing how it would behave 

while noting traffic and packet flow statistics. Since the virtualization platform that we used 

does not come with any SDN specific security tools or applications, we incorporated a 

traditional security feature into my implementation of the infrastructure. Legacy networks 

are also obsolete, providing a wide array of legacy security resources that one might use. 

SDN operates very similarly to a standard network, and when it comes to packet traffic and 

protocols, use of these resources on an SDN infrastructure is and is possible. The entire 

project then started to address around this, checking the efficient incorporation of existing 

network security tools into our functions to make SDN safer and more attack-proof. 
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1. Introduction 
The rapid advances in Information and Communication Technologies (ICT) [74] are 

drastically affecting most industries. However, this rapid development requires a proper 

understanding and definition, both by researchers and professionals, in order to achieve a 

broad spread of technological progress. From 2008 onwards, as internationally recognized, 

we are going through the 4th industrial revolution, ie the rapid evolution of digital 

technology with more advanced quality features. In other words, it is digital technology and 

its advanced forms, such as Internet of Things (IoT) [71][72] and Internet of Services (IoS), 

artificial intelligence, nanotechnology, soon the quantum computer and the combination of 

all the above forms and types.  

The 4th Industrial Revolution is primarily a vision of change and a hopefully integrated 

approach, based on the integration and holistic management of the processes of modern 

business. For the successful transition to Industry 4.0, the digital transformation is 

considered necessary, which is a continuous evolutionary process, which creates 

opportunities, but at the same time requires modern infrastructure and training in 

specialized skills.  

Industry 4.0 is not just about automation, but calls for a new model of intelligent automation 

using decentralized control systems, advanced connectivity and interoperability based 

largely on the continuous flow of information through the Internet of Things (IoT). The 

reorganization of traditional automation systems with intelligent systems that self-improve 

and self-regulate, through Machine Learning and Data Analytics algorithms, effectively 

contributes to the optimal adaptation of business processes to changing consumer needs. 

Data is in the spotlight. The exchange of information and big data in real time, which are 

subject to extensive and targeted statistical analysis to be useful business guidelines, 
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contributes significantly to critical decision making. Also Industry 4.0 affects all enterprise 

networks, all productive sectors, forcing them to follow new trends. Some examples of this 

trend are smart factories, smart cities, smart grids, smart agriculture, smart, farming, etc. 

Today, the trend towards a digital revolution in industrial production is known as Industry 

4.0 [73]. Industry 4.0 as a concept is widely used in Europe and mainly in the German 

industrial sector. One of the first times the term Industry 4.0 was mentioned was in a 

"memo" of the German government, issued in 2013. German Chancellor Angela Merkel 

herself in another case (January 2015 at the World Economic Forum in Davos) referred with 

particular emphasis to Industry 4.0 as "the way we will be able to achieve the 'fusion' of the 

online world and the world of industrial production". In the USA and in other English-

speaking countries some commentators use alternative terms Internet of Things (IoT) [75], 

Internet of Everything (IoE), or Industrial Internet. The common denominator of all these 

concepts is the recognition that traditional methods of industrial production are under the 

influence of a digital transformation. The real innovation comes not so much from the 

existence of a new technology as from the combination of available technologies but in a 

different way, thus providing a plethora of new possibilities. So under Industry 4.0, 

components, products, machines, spare parts and other physical entities acquire their own 

network identity. They can negotiate with each other or be interconnected and their 

interaction can be simulated. The various systems can be virtually completed, tested and 

optimized. 

We are now experiencing the second wave of the fourth Industrial Revolution. The first wave 

of Industry 4.0 (2009 - 2016), focused on the concepts of Digitalization, Internet of Things, 

Robotics, Advance Analytics and Cloud Computing. The second wave of Industry 4.0 (2016 - 

2025) focuses on the following topics: Artificial Intelligence, Blockchain, Smart Automation, 

6G Communication (1 Terabyte upload / download) and new energy sources. The third wave 
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(2025 - …) will be related to Quantum Computing, Cybersecurity, Neuro-technology, Nano-

technology and Bio-informatics. The Fourth Industrial Revolution sets the new limits of 

prosperity as well as the future of labor, while redefining the policies that form the basis for 

the competitiveness of trade in the future. 

The Internet of Things (IoT), now known to all of us, is the communication network of a 

variety of devices, home appliances, cars as well as any object that incorporates electronic 

means, such as software, sensors and network connectivity, to allow connection and data 

exchange. Simply put, the philosophy of the IoT is to connect all electronic devices to each 

other (local area network) or with the ability to connect to the Internet (World Wide Web). 

The term "Things" is not strictly associated with certain products. It refers to a wide variety 

of devices completely different from each other, such as cars with integrated sensors, 

cameras, air conditioners, lights, security systems, smartwatches and even cars whose 

complex sensors detect objects in their path. They are some of the many technology 

products. A key feature of all is the connection between them with the ultimate goal of the 

user being able to control them from a computer or mobile. Internet of Things is one of the 

top three technological developments of the next decade and is the next big step in 

technology.  

Next-generation IoT systems require scalability, and integration of heterogeneous devices 

and protocols. To meet these challenges, an advanced architecture was proposed based on 

microservices technology, consisting of services, i.e. specific functions derived from the IoT 

level, and data. The Edge server supports the processing of data from various sensors. This 

step saves bandwidth for communicating with the cloud, and helps to decongest the kernel. 

The vast proliferation of mobile devices and content, the virtualization of servers, and the 
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advent of cloud services are among the trends that are driving the networking industry to 

rethink traditional network architectures. 

The design of traditional networks makes extremely difficult to meet the current 

requirements of users, companies, industries and suppliers. Mobile devices, virtualization 

network equipment [9] or cloud services are becoming increasingly important as the various 

factors force the telecommunications manufacturer to reconsider traditional network 

structures. 

In order to provide an answer to this situation, the Software Defined Networks (SDN) [7] 

arises. The SDN networks have an architecture dynamic, manageable and adaptable 

network, which makes them suitable for the dynamic nature of applications nowadays. The 

main difference between these networks and traditional is the separation between control 

functions and forwarding, allowing programmed directly on the control plane and data plane 

abstracting. This feature provides a number of advantages to SDN networks such 

independence from manufacturers, vision and global and centralized control networks, 

programming and service automation. In short, makes it possible to configure and freely 

manage all network resources, simplifying deployment and reducing costs. 

The variety of possibilities and promises offered by SDN networks have made major 

companies in the field of telecommunications, such as Google [11], they have opted for this 

technology, migrating traditional SDN networks in order to improve performance and 

reduce costs networks. However, with the SDNs a relatively new concept, there is still a long 

way to go in important areas such as network security [3]. 

All this convergence of the internet world with the world of production has made the latter 

vulnerable to cybersecurity issues, with the result that the issue of shielding enterprise 

networks against cyberattacks is very critical. Particularly useful at this level is the issue of 
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DPI as it helps with intrusion detection issues. So in this context in this thesis we examine 

the weaknesses of modern enterprise networks and propose a protection methodology that 

uses DPI for application in enterprise networks that use SDN. 

Many conventional networks are hierarchical, based on rows of Ethernet switches arranged 

in a tree structure. This topology made sense when the client-server structure was 

dominant, but such a static architecture no longer meets the dynamic computing and 

storage needs of today's data centers. SDNs come to meet the current challenges, meeting 

the current and future needs of modern networking. 

SDNs play an important role in Industry 4.0, allowing various users around the world to 

connect, scale up new services and transform industries. It will also allow solutions such as 

the Internet of Things (IoT) and Artificial Intelligence (AI) to become global by removing 

barriers to connectivity. In essence, SDNs collect and remove control and automation of 

workflows through network virtualization (NFV), making it ideal for optimizing computing, 

distributing computing power in remote locations, moving data center functions, and so on 

support for Internet of Things (IoT) environments. 

Many companies even today rely on the management and production of systems that are 

unconnected or closed. However, with the increase in connectivity and the use of standard 

communication protocols, which are created in the context of Industry 4.0, there is a strong 

need to protect critical industrial systems from cyber security threats. Once Cyber-Phisical 

Systems are developed in organizations, malware can affect and spread from one machine 

to another through communication systems. Viruses that spread through this malicious 

software may be intended to modify the production process or destroy data through the 

system, leading to product quality errors or a complete shutdown. CPS security issues in the 

form of cyber-attacks and data theft are critical and need to be controlled to improve 
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system reliability and acceptance. This requires secure, reliable communication and 

advanced authentication and access management systems for both machines and users. 

Industrial data is very sensitive as it incorporates many aspects of industrial operation 

including information on product business strategies and the company itself. 

Connected devices and the Internet of Things are increasingly used for large-scale attacks. 

Various DDoS attacks have been reported during 2016, including the DDoS attack up to 620 

Gbps, which keeps well-known security journalist Bryan Krebs's website off operation since 

the end of September 2016. The fears are high that soon such attacks will become even 

more intense and will become the norm. And these are not just DDoS attacks. Ransomware 

is also circulating on the Internet of Things, and security experts warn of the pervasive 

impact of exploited vulnerabilities on the IoT. 

Many of the applications required by businesses, such as Skype, WebEx, etc., use proprietary 

signatures and web ports for communication, but this carries risks that may result in data 

loss as there is virtually no control over applications and protection against misuse, and also 

cannot properly configure traffic (QoS). Through DPI technologies there can be 

uninterrupted bandwidth availability even during saturation periods, giving users fully 

controlled access without compromising on performance. 

To learn more about how SDN and related technologies work, and how someone with the 

administrative position over it can make it safer, we came up with the idea of setting up a 

virtual SDN network and implementing security solutions on it, seeing how it would behave 

while noting traffic and packet flow statistics. 

Since the virtualization platform that we used doesn't come with any SDN specific security 

tools or applications, we incorporated a traditional security feature into my implementation 

of the infrastructure. Legacy networks are also obsolete, providing a wide array of legacy 
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security resources that one might use. SDN operates very similarly to a standard network, 

and when it comes to packet traffic and protocols, use of these resources on an SDN 

infrastructure is and is possible. 

The entire project then started to address around this, checking the efficient incorporation 

of existing network security tools into our functions to make SDN safer and more attack-

proof. 

Thesis is structured in separate sections as follows: 

 In the second chapter, we will describe the related technologies that we will use for 

our implementation, such as Network Defined Networking (SDN) technology, Deep 

Packet Inspection (DPI) [8] technology and Network Function Virtualization (NFV) [4] 

as well as how they coexist with each other. 

 In the third chapter we will talk about network security and above all we will focus 

on what we are most interested in which is nothing but security in SDN where we 

will refer to the threats [1] that govern them and the defense mechanisms [2] to 

protect them. 

 In the fourth chapter we talk about Industry 4.0 and the relationship with SDN and 

also we will analyze the tools that we will use to implement the experimental part of 

this thesis, as well as what their role will be in the whole implementation. 

 In the fifth chapter we will carry out the first part of our experimental part of this 

thesis where we will simulate a virtual environment of enterprise network which will 

include a lot of the technologies that we have analyze at previous chapters and we 

will make cyber attacks on the infrastructure [6] that we will have implemented and 

see how it reacts. 
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 In the sixth chapter we will also carry out an experimental part of this thesis where 

now we will simulate the Detect and Prevention system for the cyber attacks on the 

infrastructure that we have implemented at chapter five. 

 Finally, seventh chapter presents the conclusions and directions of the future 

research that emerged during the preparation of this thesis. 
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2. Related Technologies 
In this chapter we will try to analyze the technology of Software Defined Networks (SDN), 

Network Function Virtualization (NFV) technology, Deep Packet Inspection (DPI) technology 

and how these technologies can be interconnected. 

2.1 Software Defined Networks (SDN) 

2.1.1 Definition 

On the web we can find quite a few different definitions of SDN but everyone eventually 

comes to the same interpretation. The Open Network Foundation (ONF) Σφάλμα! Το αρχείο 

προζλευςησ τησ αναφοράσ δεν βρζθηκε. describes SDN as follows: SDN is an evolving 

architecture that is scalable, accessible, cost-effective and adaptable, makes it perfect for 

today's applications with a high bandwidth, dynamic character. This architecture decouples 

network management and forwarding functions allowing direct programmable network 

control and abstracting the underlying infrastructure for applications and network services. 

The OpenFlow protocol is a cornerstone for developing SDN solutions.  

From Wikipedia [13] we take this definition: «SDN is a network management methodology 

which allows energetic, programmatically proficient organize setup to boost network 

efficiency and surveillance to make it further like clouding in addition to conventional 

network management. [14] SDN is intended to address the question that conventional 

network inactive design is decentralized and complicated while modern networks want 

greater adaptability and simpler troubleshooting. SDN aims the centralization of network 

intelligence in a single network part differentiating the network packet forwarding process 

(data plane) from routing (control plane). The control plane composed by a controller or 

more that are known to be the SDN network brain where the entire information is 

developed into. Nevertheless, when it comes to security, intelligence centralization has its 

own drawbacks,[14] scalability and elasticity [14] which is the major issue of SDN. 
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Since the latter's introduction in 2011, SDN has been commonly related with the OpenFlow 

protocol (decide the route of the network packets via network switches for remote 

communication with network plane components). But since 2012 [15] [16] OpenFlow is no 

longer an exclusive option for many businesses, they have introduced proprietary 

techniques to it. These include the Open Network Environment of Cisco Systems, and the 

virtualization platform of Nicira's network. SD-WAN relate innovation comparable to Wide 

Area Network (WAN). [17] 

We may conclude that Software-Defined Networking (SDN) is an architecture aimed at 

making networks scalable and agile. SDN's goal is to enhance network management, 

allowing businesses and service providers to respond rapidly to evolving business needs.  

A network technician or network manager can configure traffic from a central control 

console within a Software-Defined Network without needing to handle specific switches on 

the network. The SDN host controller manages the switches so can provide network services 

whenever necessary, irrespective of the server's unique connections to the devices. This 

method is a step away from common network structure where, based on their configured 

routing tables, individual network devices make traffic decisions 0. In the other hand if we 

see our traditional network where traffic is moving between various switches & routers in 

order to reach its final destination. 
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Figure 2.1 – Traditional Network Planes 

SDN changes how networking is fundamentally done. Instead of having network intelligence 

distributed across every device, SDN aims to centralize command and control in a master 

device (or a few of them for redundancy) and to split networking into three planes as we can 

see in the next paragraph. 

 
Figure 2.2 – Traditional Network to SDN Network 

2.1.2 SDN structure 

A typical presentation of SDN structure consists of three layers: operation, control and 

infrastructure as shown in figure 2.3. The SDN structure consists of decoupling the 

management and control tasks from the network (the control plane) and the packet 

transmission task (the data plane). 
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As shown in Figure 2.3, the controller communicates with the physical devices of the 

network (the switches) through a standard communication protocol called OpenFlow (the 

most used with SDN technology), while using APIs to interact with the network application 

layer. 

 
Figure 2.3 – SDN structure 

The configuration of the SDN splits the network to three different layers, linked through the 

Northbound and Southbound APIs.  

Heart of this structure is Control layer. It is responsible for the configuration, management 

and maintenance of the network. As the name implies, this layer controls the data plane by 

establishing the rules it will have to follow (for example, routing tables and switch tables). 

Among the protocols that participate in this plane there may be mentioned for example 

OSPF, STP, ARP, or BGP. This layer uses a logical entity called an SDN controller that is the 
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network “brain”. This controller is responsible for discovering and maintaining the topology, 

informing the devices of the transmission plane on how to manage the packets in the 

network, switching the load of paths and communicating with the services and applications 

offered by the network. Typically, the controller is centralized and is intended to ensure that 

the network as a whole is operating optimally by communicating with the application plane 

via APIs and the data plane using a communication protocol (OpenFlow, ForCes [19], IRS 

[20], NetConf [21], etc.).  

The infrastructure layer designates all the equipment (switches) constituting the network. It 

represents the Data Plane in the SDN architecture. The switches are responsible only for the 

transmission of packets from the source to the destination. These switches route streams 

based on information contained in tables (for example FIB or CAM/TCAM). The transmission 

plane provides the switching and packet filtering functions. 

The third layer presents the application plane of the SDN architecture. This layer contains 

programs and services that perform functions specific to the SDN controller via the API 

application interfaces such as REST. These applications may create an abstract view of the 

network by gathering controller information for decision making purposes. These SDN 

applications could include network monitoring, topology discovery, path reservation, 

statistics and network analysis, network security, access control, Network Function 

Virtualization (VNF) etc. Also, application level, not surprisingly, contains traditional network 

apps or functions used by organizations, which can contain IDS, firewalls or load balancing. 

When a conventional network uses a functional system, such load balancer or firewall, an 

SDN substitute the system with an app which utilizes the controller to track data plane 

actions. 
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These three layers interact via northbound and southbound APIs, respectively. Via its 

northbound interface apps can talk to the controller while controllers and switches talk each 

other through southbound interfaces, like OpenFlow-though there are additional protocols. 

The north controller API currently does not have a standard design matching OpenFlow as a 

main southbound interface. It's attainable that the OpenDaylight controller's northbound 

API can appear over time as a prototype provide extensive assistance from its vendor. 

Although the ONF is constantly changing in terms of terminology, the most common terms 

for network architecture components are: 

- SDN App (SDN App): SDN applications are programs that directly communicate the needs 

and desired behaviors of your network to the SDN controller through the NBIs (Northbound 

Interfaces). They consist of an application logic and one or more NBIs. 

- SDN Controller (SDN Controller): Logical control entity responsible for converting SDN 

application requests into data paths, providing an abstract network view to the application 

layer through statistics and potential acts. From one NBIs or further, the SDN control logic 

and the CDPI (Control Data Plane Interface) driver, an SDN controller is composed. 

- SDN Datapath: A logical aspect which exhibits visibility and audit of its capabilities for 

forwarding and processing. It consists of a CDPI agent, a collection of forwarding engines and 

processing functions which include easy forwarding between external interfaces and internal 

processing of traffic. Single (physical) network dimension may contain data paths. 

- SDN interface from the control plane to the data plane: Interface between controller and 

data path, which provides programmability at the time of forwarding, capacity 

announcement, statistical reporting and notifications events 
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- “Northbound” SDN (NBI) interfaces: These are interfaces that provide abstract views of 

network activity and its specifications between SDN applications and controllers. 

- "Drivers" and "agents" interface (Interface Drivers & Agents): Each interface is 

implemented by a pair of this type, which represents the background (related to the 

infrastructure) and the top (related to the application). 

- Management and administration (Management & Admin): The management plane covers 

static tasks, better managed outside the application, control and data planes, such as the 

allocation of resources to customers, the configuration of physical equipment and the 

agreement between reachability and credentials between physical and logical entities. 

The following figure 2.4 shows the graphic scheme of the architecture of the SDN networks 

and all their components. 

 

Figure 2.4 - SDN structure with all components 

2.1.3 How SDN works 

SDN incorporates a range of innovations, as well as functional isolation, virtualization of the 

network, and programming automation. SDN initially concentrate primarily on separating 
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network control level from data plane.  As long as the control plane defines how the packets 

flow over the network, the data plane transfers packets from one area to other.  

A packet hits a network switch in a typical SDN case, and the rules that are implemented in 

the proprietary firmware switch state the switch to forward the packet. Some rules for 

packet management are sent by the central controller to the switch.  

The data plane tool as we know switch, asks the controller for feedback when appropriate, 

and supply the controller with details for the traffic it manages. Switch transmits each 

packet to follow the same path to similar destination and handles all packets just the same 

method.  

SDN uses a style also called versatile or fluid, where a switch makes an order for a packet 

which has no defined route to a controller. This method is distinct from adaptive routing, 

which increases routing requests through network topology-based routers and algorithms, 

not through a controller. 

SDN's virtualization feature comes into action via a virtual overlay that is a relatively 

separate physical network on the network. Users can add end-to-end overlays to remove 

and classify network traffic. That micro-division is particularly practical for service providers 

and operators of multi-tenant cloud environments and cloud services, from the moment 

they can have specific policies for each tenant with a separate virtual network. 

2.1.4 Benefits of SDN 

An administrator can use SDN to adjust any switching rule if required-prioritize, override or 

even bypass forms of packets with an elementary level of control and protection [5]. For 

young people it is very useful in a multi-dwelling environment, as it helps the manager to 

handle traffic loads more flexibly and efficiently. This essentially allows administrator to use 

cheaper freight switches and have greater manage of network traffic than ever before. 
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There are other advantages as well end-to-end visibility and network management. Another 

benefit is that a network administrator has to assign policies only to the master controller 

that switches connected that to config a big number of devices. This feature offers a security 

benefit, as the controller is able to control traffic and assign security rules. If controller finds 

something suspicious in the traffic, it may retrieve or drop packages. SDN also virtualizes 

previously made equipment and facilities, resulting in reduced network footprint and lower 

operating costs. 

SDN has also participated in the development of SD-WAN technology. SD-WAN uses the 

virtual cover of SDN technology, eliminates the connections of an enterprise across the WAN 

and generates a virtual network which can use any link it finds suitable for transmitting 

traffic. 

2.1.5 SDN challenges 

Security is a benefit to SDN technology and is a concern. The SDN Central Controller has only 

one failure point, and can be detrimental to the network if an attacker is targeted. Ironically, 

another problem with SDN is that the networking industry does not have a clear concept of 

"Software-Defined Networking". Various providers offer distinct approaches to SDN, from 

hardware-based models and virtualization systems to extremely comparable networking 

architectures and controller-free methods. 

Many networking programs, like white-box networking, network isolation, network control, 

and programmable networking, are often unclear about SDNs. Although SDN will benefit 

from those technologies and processes and operate with them, it remains a separate 

technology. 

SDN technology gained prominence around 2011, when implemented in tandem with the 

OpenFlow protocol. Acceptance has since been fairly sluggish, especially for businesses with 
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smaller networks and fewer resources. Many companies also report that the cost of 

developing SDN is deterrent. 

SDN's main adopters include service providers, network operators, telecommunications and 

carriers, as well as major companies like Facebook and Google, which have all the necessary 

means to tackle and contribute to emerging technologies. 

2.1.6 SDN impact 

SDN has profoundly affected IT system management and network implementation. As SDN 

develops, it does not only rebuild network infrastructure architecture, it also differentiates 

the way in which IT plays its role, as IT management becomes more involved in decision 

making and redesigns the entire IT infrastructure. 

SDN architectures often use OpenFlow protocols to program network access. Because of 

this, businesses can deploy worldwide awareness software to access switches and network 

routers at the end of their networks, instead of proprietary firmware commonly used for 

configuration, control, protect and optimize network resources. 

Although SDN implementations are spotted in all industries, technology impacts are greater 

in technology-related areas and in financial services. SDN affects the way 

telecommunications companies work. Verizon uses SDN to merge all new Ethernet and IP-

based precision access routers at one network. 

The aim is to make the edge architecture simpler so that Verizon can increase flexibility and 

operating performance in order to encourage new technologies and facilities. SDN will help 

Verizon handle the network better and eventually give its customers better coverage. 

Progress in the financial services sector depends on joining up with a large number of 

trading participants, low latency and the extremely stable grid infrastructure that feeds the 

global financial markets. 
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Almost all financial market participants rely on older networks which are, in part, 

unpredictable, difficult to manage, slow down, and have enormous security issues. However, 

financial services organizations may build forecasting networks with SDN technology to 

make systems more efficient and effective for applications involving financial transactions. 

2.1.7 SDN Controller 

SDN controller is an application to a network architecture that controls the flow control to 

enhance network control and application rendering. The SDN controller platform usually 

runs on a server and uses protocols to warn switches that need to send packets. 

SDN controllers’ direct traffic in compliance with the promotion policies implemented by a 

network administrator, thereby reducing manual settings for individual network devices. By 

eliminating the control level from the network hardware and running it as a program, the 

central controller enables the automated network management and the integration and 

management of business applications. The SDN controller actually acts as a kind of network 

Operating System (OS). 

The controller is the nucleus of a given network of software. It is located at one end of the 

network between the network devices and the applications at the other end. The controller 

must switch through any communication between applications and network devices. 

The controller interacts with applications via northbound interfaces-such as firewalls or load 

balancing. In 2013 the ONF formed a working group specifically focused on deployed APIs 

and their creation. Nevertheless, the industry was not built on a standardized collection, 

mostly because the specifications for implementation varied so widely. 

The controller uses a southbound interface to speak to individual network devices, 

historically similar to OpenFlow protocol. These south protocols allow the controller to 
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configure network devices and to select the optimal network path for traffic in applications. 

In 2011 ONF developed OpenFlow. 

2.1.8 Advantages and disadvantages of SDN Controllers 

SDN Controllers have an important advantage in that the host controller knows all available 

network paths and can handle packets based on traffic requirements. It can automatically 

alter traffic flows and warn network operators about congested links due to the visibility of 

the controller in the network. 

Companies must be using more than one controller to provide redundancy backups. Three 

tend to be a common number between open source and commercial SDN options. This 

redundancy will allow the network to continue to operate in the event of a loss of 

connectivity or sensitivity to the controller. 

The controller acts as a failure point so its protection is essential for any software-defined 

network. Anyone owning the controller has access to the whole network. This means that 

network operators need to establish protection and authentication policies to ensure access 

is accessible only to the right people. 

2.1.9 OpenFlow 

In SDN Architecture, OpenFlow (OF) protocol is the key to entire topology. The group of few 

intellects began working on the specification of OpenFlow at Stanford University, and the 

ONF was formed in 2011 to support SDN and OpenFlow. There are several workgroups 

created which started standardizing this OpenFlow protocol. 

Most of OEMs & vendors are supporting this OpenFlow protocol now. Here SDN controller 

may belong to an OEM where data / forwarding plane may belong to a different vendor. 

SDN controller with OpenFlow protocol can also interact with many types of network 

elements from different vendors. 
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Figure 2.5 – OpenFlow on SDN 

In our days there are several communication protocols amid the control plane and the data 

plane such as ForCES, IRS and NetConf. However, the OpenFlow communication protocol 

remains the most used on SDN network equipment. 

OpenFlow is a multivendor standard defined by the ONF that acts as a relay between the 

controller and the network equipment of the transmission plane. It provides an open 

protocol for scheduling flow tables on different switches and routers. This is a standard 

protocol used by the SDN to provide switches with instructions for programming their data 

plane and obtaining information from these switches so that the controller can have a logical 

global view of the physical network. This view is used for all decisions that the control plane 

must make (for example, routing, traffic filtering, load sharing and address translation) [22]. 

This is because the controller can add, delete, or modify feeds by obtaining port and flow 

statistics and other information using the OpenFlow protocol. 

OpenFlow protocol provides the control plane with a single system or southbound interface 

for the communication with the data plane. This is followed by all vendors such as Cisco, 

Juniper, HP etc. OpenFlow works between control and data or forwarding plane on standard 
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API specified. With help of OpenFlow the brain or controller can manipulate or change the 

routing tables, routing algorithm used by forwarding plane. This allows remote configuration 

of packet forwarding tables by adding, changing and removing the rules and behavior that 

suit packets. This OpenFlow needs to be supported by both controller and forwarding 

routers used in network. The existing devices can be also evolved to support OpenFlow, for 

example, all existing traditional switches routers etc can become data forwarding plane can 

receive instructions from 3rd party controller. Here we can transform our existing network 

to support SDN. 

Since controller is exposed to business applications with help of APIs, this gives us 

opportunity to innovate multiple features & functionalities in the network as per customer 

requirements. 

OpenFlow controller can communicate with more than one OpenFlow switches. The 

communications between controller and switch are secured by the Transport Layer Security 

(TLS) [25] based asymmetrical encryption and unencrypted TCP connections. As we can see 

in Figure 2.6, the links may be in-band or out-of-band. 



30 

 

 

Figure 2.6 – OpenFlow Connections 

In-band: 

From a part of the OpenFlow data plane which is port K, the controller's OpenFlow messages 

arrives.  The OpenFlow packet-matching logic can manage such packets. The flow tables will 

have been built to forward this OpenFlow traffic to the virtual port of LOCAL (results in the 

messages being transferred to the mechanism of the secure channel).  

Out-of-band: 

The secure channel connection goes into the switch via port Z. Some legacy network stack 

must transmit the OpenFlow messages to the secure channel phase in the switch via the 

secure channel. Protected out-of-band channel is only appropriate for an OpenFlow-hybrid 

switch. The OpenFlow protocol allows programmers/network administrators/researches to 

run networking experiments on real hardware in real networks. The main idea behind 

OpenFlow is to provide an abstraction of hardware functionality that would be compatible 

with most of the hardware available.  
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To summarize OpenFlow gives remote access to the control plane in switches and routers, 

which connect to a controller on TCP port 6653 or with earlier versions, port 6633. The 

controller is then able to add, modify and remove packet matching rules and actions, which 

are executed on the network equipment at “wire speed”. 

The OpenFlow switch 

An OpenFlow switch consists of three sections or more: 

 A Flow Table to tell the switch how to process the flow with an action associated 

with each flow entry. 

 A Secure Channel that links the switch to a remote control mechanism (known as 

the controller) that allows commands and packets to be sent between the controller 

and the switch. 

 The OpenFlow Protocol, which provides the controller with an open and standard 

way to communicate with a switch. 

 
Figure 2.7 – Main components of an OpenFlow switch 

The most modern Ethernet switches and routers contain flow tables that are used to 

perform layer 2, 3 and 4 transfer functions, indicated in the packet headers. Although each 

vendor has different flow tables, there is a common set of functions for a wide range of 
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switches and routers. This common set of functions is leveraged by OpenFlow, the protocol 

between the OpenFlow Central Controller and the OpenFlow switch that, as shown in Figure 

2.7, can be used to program the switch transfer or routing logic [22]. 

An OpenFlow switch is called any network device that supports the OpenFlow protocol, such 

as a switch, router, or access point. Each OF device maintains a flow table (that is, a switch 

table or routing table), constructed from TCAM (Ternary Content Addressable Memory), 

which indicates the processing applied to any packet of a certain flow [23]. 

OpenFlow is supposed to be a way to test new routing or transfer methods to build these 

flow tables. The way it does this is to establish a secure SSH tunnel between the OpenFlow 

switch and the controller (Figure 2.8). The controller will work, regardless of this new routing 

process. When a new stream arrives, the OpenFlow switch sends the first packets to the 

controller. The controller then constructs an entry in the flow table (a flow or switch rule) to 

handle the remainder of that connection [24]. 

 
Figure 2.8 - OpenFlow Switch 
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Figure 2.9 - Packet flow through the processing pipeline 

OpenFlow Security Issues 

OpenFlow security is an important aspect that poses a threat to SDN. “OpenFlow protocol 

does not implement security by itself, therefore the transport protocol or a protocol 

underneath it must provide security if it is needed” [36]. In SDN, security remains the 

responsibility of administrators, as there is an option: “The OpenFlow channel is usually 

encrypted using TLS, but may be run directly over TCP” [36]. The above specification 

recommends as using TLS 1.2 or higher. Controller, switch and channel protection are the 

key advantages of OpenFlow security as they consider that the main threatened objects 

must be protected from various attacks. In the below table we present the security 

challenges based on these key parts of OpenFlow. 

OpenFlow Part Attacks 

Switch Scanning, spoofing, hijacking, DoS, tampering, replaying attacks, etc. 

Controller Scanning, spoofing, hijacking, DoS, tampering, replaying attacks, etc. 

Channel Man-in-the-middle attacks (MITM), hijacking, repudiation, network monitoring, etc. 
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The security issues mainly related to the vulnerabilities of the switch, where intruders can 

use it to conflicting the SDN. Such OpenFlow switch and flow table provide network 

management, routing and access control information are probably an important target. 

Specifically, intruders can target network components inside the same. Initially, intruder can 

attempt to achieve forbidden physical or virtual network access, or to take the control of a 

server which is already connected to the SDN, and then attempt to launch attacks to 

destabilize network components. 

At the switch, attackers will compromise SDN with malicious behavior and inputs like 

scanning, spoofing and so on. 

 Intruders can use scanning as first move to knowing the basic data of the entire 

network and to collect sensitive information. 

 Through Spoofing, intruders disguise themselves effectively as something else by 

falsifying data and thereby obtaining an illicit profit. 

 The intruders intend to take control of a communication segment through Hijacking, 

which is a lot more effective from Spoofing (because intruders be able to manipulate 

an item entirely through spoofing). If the intruders manage the switch successfully in 

OpenFlow they will learn all the flow rules and contact data. 

 Tampering refers to unauthorized alteration of network details (modification of 

streams in flowcharts). 

 Denial of Service (DoS) attack attempts to make the intended users inaccessible a 

network utility that involves Flooding, Smurf and DNS enhancement. 

 Besides the typical attacks above, attackers may use weakness to reach the same 

targets. 
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Unlike switches, intruders may perform different malicious behaviors and intrusions at the 

controller, like scanning, hallucinations, hijacking etc. 

 Intruders can use scanning as first move to knowing the basic data of the entire 

network and to collect sensitive information. 

 If the intruders successfully carry out a Spoofing attack, they can imitate the 

controllers. 

 At control level, if attackers handle controller successfully with Hijacking, they can 

freely extract sensitive information, such as passwords, contact details etc. They 

may also infringe or alter whatever data, and redirect traffic to every shipment. 

OpenFlow will be completely abused in this case. 

 Like Tampering attacks on data plane, intruder with the method of spoofing on 

northbound API messages or southbound messages to network devices they want to 

introduce new flows to the controller. If an intruder moves through the legislative 

auditor successfully, they will be able to allow traffic via the SDN at their own will 

and potentially circumvent security policies. 

 An attacker can attempt to execute a DoS attack or use other methods Leading the 

controller to crash. 

 Other attacks may also be used to add to the confidentiality, credibility and 

availability of the SDN, like recurring attacks, privileges etc. These attacks will take 

advantage of the relative vulnerabilities to accomplish the same aim at controller 

level. 

Intruders may make diverse attacks on the channel to export sensitive information, like 

MITM, monitoring, repudiation, etc. 
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 MITM attacks are feasible and successful, without strong confidence in the 

mechanism. This type of attack will jeopardize all facets of the CIA (confidentiality, 

integrity, and data availability also known as the CIA triad) [37]. 

 With the network monitoring assault, intruders will attempt to learn the data 

between switches and controllers by watching the OpenFlow channel. 

 Repudiation means a person will refuse to take part in a conversation. As a result, 

non-denial helps to ensure no rejection occurs. This problem can also be triggered 

by attacks by MITM, by occupying the space between two parties and thinking they 

are the other party. 

 A lot of attacks will promote the effectiveness of MITM attacks, such as repeated 

attacks. OpenFlow applications may be harnessed to launch attacks with potential 

vulnerabilities. Spoofing attacks and Hijacking to accomplish this. 

Often, with OpenFlow evolving, attacks become more complex, leveraging vulnerabilities at 

different levels. Such security issues could seriously threaten the protection of such 

networks. For example, by targeting OpenFlow switches and controller, hijacking and 

spoofing attacks can endanger more than one part of the CIA triad. It looks like this trend 

will continue and attackers might in the future be built to invade and compromise OpenFlow 

by attackers. Successful countermeasures therefore need to be built to provide security in 

various layers. 

SDN is an evolving architecture tailored to the fluid design of the devices today. It can help 

companies speed up production and delivery of applications, and significantly reduce IT 

costs through automated policy process automation. It also allows for cloud architectures, 

offering automated on-demand delivery and mobility on scale. 

We must secure flows at switches and protect various vulnerabilities at switches. In 
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OpenFlow the controller is a key element, access control and enforcement of policies are our 

main aims to defend against various intrusions.  

Channel is a very important part that links the controller and the switches to OpenFlow. 

Many channel levels and security upgrades will actually benefit both controller and switches. 

We need to build a safe and clean channel of communication. 

2.2 Network Function Virtualization (NFV) 

Network Functions Virtualization (NFV) [28] is a network architecture concept that uses 

virtualization IT technologies to virtualize entire categories of network node functions into 

blocks that can be connected or joined together to create communication services. 

In 2012, the European Telecommunications Standards Institute (ETSI) NFV Industry 

Specification Group (NFV ISG) launched NFV Technology to allow customers to migrate 

networking features from dedicated vendors and proprietary hardware to applications 

hosted on commercial off-the-shelf (COTS) platforms [29]. The key concept is to provide 

Cloud-based Virtual Machine Network (VM) services where each VM can perform various 

network functions (firewall, intrusion detection, deep packet inspection, load balancing, 

etc.). The key advantages of deploying network services as virtual functions are: 

• Flexibility in the allocation of network functions into general-purpose 

hardware  

• Rapid implementation and development of new network services  

• Support for multiple versions of service and multi-tenancy scenarios 

 Reduction in capital expenditure (CAPEX) costs by managing energy usage 

efficiently 
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• Automation of operating processes, thus improving efficiency and reducing 

operational expenditure (OPEX) costs. 

We take the description below for NFV from ETSI white paper 0 “Network Functions 

Virtualization seeks to transform the way network operators design networks by 

implementing modern IT virtualization technologies to combine multiple forms of network 

equipment on industry standard high-volume servers, switches and storage located in data 

centers, network nodes and end-user premises, as shown in Figure 2.10. It includes 

implementing network functions in software that can run on a variety of industry standard 

server hardware and can be transferred to, or installed in, different network locations as 

needed without the need for new equipment installation.” 

 
Figure 2.10 - Vision for NFV 

NFV is a way to minimize costs and speed up the service delivery for network operators by 

decoupling functions such as a firewall or dedicated hardware encryption and transferring 
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them to virtual servers. Rather than buying costly proprietary equipment, service providers 

can buy cheap switches, storage, and servers for virtual machine operation, performing 

network functions. It breaks down several functions into one physical server and reduces 

costs.  The service provider will actually create a new virtual machine to perform the task if a 

customer wants to add a new network function. 

For example, instead of installing a new hardware appliance across the network to allow 

network encryption, it is possible to install encryption software on a standardized server or 

on a switch that is already on the network. 

This virtualization of network functions eliminates reliance for network operators on 

dedicated hardware equipment, and allows increased scalability and flexibility across the 

whole network. Unlike a virtualized network, NFV aims to discharge network functions only, 

rather than the whole network. 
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NFV eliminates the need for dedicated hardware for network deployment and management 

by unloading network operations into software that can function on industry-standard 

hardware and which it can operated from anywhere in the network of the operator. 

Separating network functions from hardware offers the network operator numerous 

benefits, which include: 

 Reduced room available for network hardware  

 Reduce power demand on the network  

 Reduced maintenance costs to the network 

 Make network updates faster 

 Lengthy network hardware lifecycles 

 Reduced costs for the repairs and equipment 

NFV is based on but not the same as conventional server-virtualization techniques, as those 

utilized in business IT. In addition to standard high-volume servers, switching and storage 

devices, or even cloud computing infrastructure, a VNF can involve more than one virtual 

machine running different software and processes, rather than having specific hardware 

devices for every network mode. 

A virtual boundary controller for example can installed to secure a network without the 

usual cost and complexity of purchasing and implementing physical network security 

modules. Virtualized load balancers, firewalls, tools for intrusion detection, and WAN 

accelerators may be included in NFV examples. 

Till now, we have covered NFV which helps us building the agile and flexible compute 

resources. Since NFV is all about three main concepts: Softwarization, Virtualization & 
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Orchestration. SDN is all about networking control functions for routing & policy definition in 

automated way for ensuring IP/Network reachability well in time. All systems in SDN & NFV 

utilize network complexity, and do so differently. 

SDN provides a new level of programmability and abstraction to network layer which is 

playing phenomenal role in automated networks of future. Let’s take deep dive on SDN & 

it’s working. For instance, we can see the building blocks which represent the NFV & host 

multiple applications. Just like we can remove, replace or keep new tenant in build, similarly 

we can host applications in NFV as well. 

 
Figure 2.11 – SDN & NFV 

We can see traffic on road representing SDN whose main responsibility is to carry traffic to 

right destination in automated way. 
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Figure 2.12 – NFV or? 

Let’s understand why we need SDN & how it is helping. Okay, we see NFV aid in virtualizing 

networks that allow us to launch rapidly and eventually reduce the time to create new 

service / new node to a few seconds. For example, with the help of orchestrator & 

automation, we can create vMSC or vMME in a few seconds & make it ready.  

Yet, another problem is access to the network. We need multiple things for any new node or 

device, such as IP allocation, bandwidth allocation, policy opening, routing changes to 

achieve end-to-end connectivity, and service testing. It's not all automatic so it takes a lot of 

time to plan design, make adjustments in every router/switch and do it. 

For typical cases, this will take a couple of days or weeks to complete IP routing & enable all 

necessary links to end reachability. SDN supports us here by making this network versatile 

and programmable to route / switch. 

Benefits & Features of SDN based networks: 

 Directly Programmable 

 Flexible, Dynamic & Agile 
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 Centrally Managed 

 Abstracts Network 

 De-Couples Control & Forwarding plane 

 Based on Open Standards & Vendor Neutral 

NFV, as shown in Figure 2.13, is interconnected with SDN, but not contingent on it. NFV can 

be applied without the need for an SDN, although it is possible to combine the two 

principles and technologies to potentially add greater value. 

 

Figure 2.13 – NFV interaction with SDN 

NFV targets can be accomplished through non-SDN methods, building on the current 

techniques used in many datacenters. But solutions that focus on SDN's suggested 

separation of control and data forwarding planes will improve performance, ease 

compliance with current installations, and promote operational and maintenance 

procedures. 

NFV will enable SDN by having the hardware to operate the SDN applications on. In 

comparison, NFV strongly aligns with the SDN goals for using generic servers and switches. It 

plans to work closely with SDN progressive organisations, such as ONF, whose work will be 

explicitly recognized. 
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Differential of NFV and SDN 

NFV and SDN are similarly linked but not the same. Those words are sometimes used 

synonymously incorrectly. The main points of each are listed below, in order to evaluate 

both SDN and NFV for their similarities and differences. 

 SDN struggles with the substitution of direct management of structured network 

protocols. As a result, SDN aims to reduce the complexities of distributed network 

control protocols by designing an overall device with the simplicity. As such, this 

significantly improves flexibility, as only one instance needs to be updated to reflect 

the change. 

Thus, SDN separates the planes for network control and forwarding and offers a 

central view for more effective network service implementation and operation. 

 NFV substitutes proprietary NEs network elements for software running on standard 

servers. NFV is focused on improving the network services themselves, in other 

words. 

This strategy decouples the network functions from proprietary hardware, putting 

them on more common servers or computers so that these functions can run in 

software to provide greater flexibility for service, modifications and updates.  

While the two technologies are similar in as much as they both use software, they are very 

different in reality, pursuing different goals. The similarities between NFV and SDN mean 

both strategies can be used in a mutually beneficial way on the same network. 

2.3 Microservices / Containers 
As we know NFV moves traditional network functions such as routing, firewalls and load 

balancing, out of physical hardware to run as Virtual Network Functions (VNFs). Ideally, the 
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NFV can pack some VNFs together and streamline the process of providing and upgrading 

network or application features. NFVs and microservices share a similar modular 

architecture and VNFs can even be developed in microservices architecture. 

Microservice or the architecture of microservices is an application development approach in 

which a broad app is constructed as a suite of modules or services. Every module provides 

support to a particular task or business objective and uses a simple, well specified interface 

to communicate with other service sets, such as an Application Programming Interface (API). 

The application is divided up into components in the microservice architecture. Every service 

usually routes a specific process and maintains its own database. A service may produce 

notifications, log data, prop up User Interfaces (UIs), manage user certification and carry out 

specific other activities.  

The model of microservice offers a more collaborative approach to software development 

for development teams. Microservices allow the isolation, reconstruction, redistribution and 

autonomous management of each service. For example, if a system fails to produce reports 

correctly, the problem with that particular service might be easier to identify. This specific 

service, independent of other services, could then be tested, restarted, corrected and 

replicated as needed. 

Microservices Pros and Cons 

Pros: 

•  easily distributed 

• need less development time 

• be able to scale rapidly 
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• be reused in various projects 

• provide stronger insulation of faults 

• can used in very small teams 

• function good with containers 

Cons: 

• potentially too much granularity 

• extra effort tailored for service contact 

• lag during heavy use 

• dynamic testing 

Microservices and container systems 

A container is an independent and functional package of software, including all the 

dependencies required for independent operation. These are cut off from the rest of the 

underlying software, and a lot of them may be used in the same environment. Growing 

service is individually packaged in a microservice architecture under the same setting as 

itself or the relevant servers. 

A VM may be used to create small businesses as a different solution to containers.  A VM 

simulates computer systems designed to generate physical computer functions. Probably, 

every service could use a VM to host a target feature. However, for small businesses, they 

are avoided because of the separate Operating System (OS) and other requirements 

required for each VM. Containers are far more resource productive, as the application needs 

only the underlying code and related dependencies.  
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Container technology has evolved rapidly in recent years, making the Kubernetes [31] 

ecosystem the most viable set of solutions that can simplify, accelerate, and reduce the cost 

of deploying and operating cloud networks. For telecom operators, this is like discovering 

the missing link that will enable them to achieve cost savings and service innovation 

promised all those years ago by the early vision for the NFV. 

Kubernetes is an orchestration system for automating application development, scalability 

and management. Within the ETSI’s NFV architecture, it performs the roles of Virtual 

Infrastructure Manager (VIM) and VNF Manager (VNFM). But beyond the application 

lifecycle management. 

Operators who have built NFV VM strategies and ETSI’s architecture may discourage the idea 

of introducing another new concept into an already complex NFVI. But the beauty of 

Kubernetes is that it can provide a common environment for all types of cloud 

infrastructure. 

In the Kubernetes ecosystem, there is a gem of a project called KubeVirt [32] that provides a 

way to get an existing VM and run it inside a container. With KubeVirt, we can deploy and 

manage applications that include any arbitrary mix of native container workloads and VM 

workloads using Kubernetes. The underlying infrastructure can be OpenStack [33], VMware 

[34], Bare Metal [35] or any of the major public clouds, such as Azure, AWS or Google. In this 

way, Kubernetes allows us to achieve a unified strategy for NFV that is absolutely exciting. 

Security of microservices 

Microservice architecture will mitigate some of the security issues resulting from monolithic 

apps. These simplify security monitoring as the various parts of an app are separated. In one 

department a security breach may occur without affecting other areas of the project. When 
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used in containers, microservices provide protection to Distributed Denial of Service (DDoS) 

attacks, mitigating the deployment of infrastructure with too many server requests.  

Nonetheless, issues remain when it comes to securing microservices apps such as: 

 More parts of network are exposed to vulnerabilities 

 We have more security issues when there is no follow-up to application updates 

 There is more area of attack, through multiple ports and APIs 

 Third-party software is not easy to controlled 

 For each service protection needs to be maintained 

Microservice developers have developed techniques to mitigate security concerns. Using a 

security scanner to be proactive, using access control restrictions, safe internal networks, 

like Docker environments, and run silently, interacting with all parts of the operation. 

Dockers 

The Linux kernel provides a containerization mechanism through which the user can create 

many structured containers such as VMs at a level above the Linux operating system, known 

as Linux Based Containers (LXC) [39]. The LXD [40] is essentially a revamped version of the 

LXC, offering more flexibility and features. In essence, it uses the LXC library to provide 

containers at a low operating cost. Docker [41], written in the GoLang programming 

language, has become synonymous with container technology because it was the most 

successful tool for their dissemination. However, container technology is not new, as it has 

been integrated into Linux in the form of LXCs for over 10 years, with the latter being a 

standard tool for workflow and cloud deployment.  
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The most common free and open source container management system is Kubernetes, 

which is a software project from Google. The Kubernetes we've been talking about provide 

mechanisms for developing, maintaining, and scaling container applications.  

Linux Containers and Docker in particular are an essential path to virtualization on 

embedded devices, as they can bring advanced software development capabilities to these 

devices. VMs have greatly contributed to automation and productivity over cloud 

development in recent years, but due to their inevitable disadvantages they are not suitable 

for use in embedded systems. Virtualization, however, does not present any disadvantages 

at the operating system level provided by Docker (and Linux Containers) and thus can be 

used for IoT [70] interconnected devices.  A Docker container has its own unique Namespace 

(PID, UID, filesystems, network) so that the processes running within it can be completely 

isolated from the operating system on which it runs, and share the resources made available 

to them, without contacting the available resources of other containers. In essence, Docker 

is a software or tool that offers containerization. 

2.4 Deep Packet Inspection (DPI) 

DPI is an advanced packet filtering tool, running on the Open Systems Interconnection (OSI) 

reference model's seventh layer (application layer) [26]. Using DPI effectively enables its 

users to detect, identify, categorize, move or interrupt unwanted code or data packets. 

Generally, this tool is more efficient than standard packet filtering which only controls the 

headers of packets. It checks the packet data segment when it comes to a checkpoint trying 

to find non-compliance, intrusions, spam, viruses or further predefined factors to decide if 

the packet will go on or has to be routed to another location. Companies with this tool be 

able to enhance their network management systems without deeply investing in core 

network technologies.  
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DPI is also known as full packet inspection and extraction of information. DPI combines the 

features of an IPS and a traditional firewall IDS. Communications engineers and service 

providers often use this to control network traffic. With deploying valuable network 

resources in high priority data packets and messages, they can manage network traffic. IDS 

can detect intrusions, but is unable to prevent an attack. IDS can use Deep Packet Intrusion 

to support: 

 Gather more details about the attack. 

 Identify such Attack signatures and patterns. 

 Controls network traffic, such as FTP root access, Telnet or basic content to HTTP. 

IDS which based on DPI can inspect package contents and provide more information. With 

this technology IDS is able to detect and even monitor an attack faster. IDS compare the 

attack to a database to suit the attack signatures and allow DPI to act in accordance with its 

policies. 

In contrast, IPS can detect and block attacks in real-time. Some IPS solutions also use DPI 

technology to prevent attacks. Could: 

 Prevent signatures of certain attacks. 

 Safeguard ourselves from certain bugs and exploits. 

In most cases the security component of traditional solutions can be enhanced by a DPI. DPI 

combines the IDS / IPS capabilities with a conventional state-of - the-art firewall, allowing it 

to identify attack variants that cannot be detected by these tools. 

Typically, DPI comes as a security feature or as a virtual DPI that is deployed to server. While 

using a dedicated security system / DPI is the correct application, you may also want to 
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incorporate DPI as a service or software. Despite its many advantages, the following 

drawbacks apply to DPI: 

 In addition to defending against existing types it is capable of creating new 

vulnerabilities. While it is effective against attacks like DoS, buffer overflow and 

types of malware, DPI may be used to cause attacks like these. 

 The difficulty and encumbrance of firewalls and other security-based software are 

grown up. 

 Demand updates and modifications to continue to be perfectly effective. 

 When we run DPI the cpu of our computer it works at high rates so we can't run 

other applications. So, this greatly affects the operation of our machine. 

Governments use DPI to track and defend the cyber geographic frontiers. DPI was also used 

to monitor user actions, to protect the security of LAN and WAN, and to remove malware 

and software that is suspicious. Additionally, service providers use DPI to monitor their Web 

browsing habits. And companies which focus on targeted ads use these customer data. 

Network Intrusion Detection Systems (NIDS) run DPI to detect malicious content within the 

payload packets routed through the network. Snort [27] is a well-known NIDS open source 

that supports packet search and mapping. The patterns searched for during the DPI process 

usually consist of either strings or regular expressions. 

String matching is a key element in most DPI machines. In many applications (such as Snort), 

string matching is used during the recognition process of both pattern types. When patterns 

are regular expressions, the string matching is first performed as a pre-filter and constitutes 

the bulk of the work performed by the engine. This procedure is commonly used, since 

regular expression machines are ineffective in comparison to string matching engines. 
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DPI provides application-aware networking, while SDN provides network-aware applications. 

Although SDN would change the generic network architectures fundamentally, it will have to 

work with conventional network designers to ensure high ability. The new SDN-based 

network structure will take into account all functionality currently available on separate 

devices or applications except for the main propulsion devices (routers and switches) 

including DPI, protection devices. DPI is so critical because it can help big businesses make 

their safety noticeable by shaping their traffic. 

Not every router (or firewall) can manage inspection of the deep packets, however. 

Technology requires considerable resources to operate, so it is not common in Small to 

Medium Enterprises and can be a real traffic jam if not properly regulated. A DPI router 

needs to be powerful enough to be able to open, inspect, wrap and resend each packet. 

Only large companies, governments and suppliers of telecommunications services have the 

means to make this technology work. 

Ntop [38], a network monitoring kit, is a tool for performing DPI and analyzing traffic to our 

network. It has a number of packet collection tools, traffic control, network detector, traffic 

processing, and DPI. NTop DPI is carried out by nDPI with the help of NTopng. 

NDPI is an open source and extensible, OpenDPI based library. Using this tool, our network 

administrator may block unique traffic flows, hosts or network protocols. But since nDPI is 

only a library, it must be used to implement the rules with other programs, such as ntopng 

and nProbe cento. NTopng is a web interface monitoring tool that gathers traffic passively 

from a network interface to show its status and performance.  

We may enforce L7 policies with ntopng and ndpi, such as configuring the release of specific 

applications within a network subnet. 
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3. Security in SDN-Based Enterprise Networks 
In the previous chapter we tried to analyze the general elements that make up SDN 

networks and how they interact with some other modern technologies such as NFV and DPI. 

The interconnection of various technologies as we saw in Chapter 2 is quite important and 

promising for the future of these networks but one of the main issues and we would say the 

most important thing that prevails is security in SDN networks. 

So on this occasion in the following paragraphs we will try to give an analysis on the security 

of SDN networks. 

3.1 Cyber attack 

Cyber attack is any malicious activity that takes place via computer or network and is 

intended to modify, destroy, steal, intercept or even unauthorized access to the information 

of the rightful owner. A cyber attack target can be a computer information system, a 

computer network or a shared personal computer. A cyber-attack can come from a state, a 

group, a society, an organization or even an anonymous source. 

3.2 Most important cyber attack techniques 

Different types of attacks can be categorized according to the way they affect a system and 

the methodology followed with the best-known being Malware software, Phishing, Man-in-

the-Middle, Denial of Service (DoS), SQL injection, Zero-Day exploit, Cross Site Scripting, 

Advanced Persistent Threat and Credential Reuse. 
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Figure 3.1 – Cyber Attack Techniques [61] 

As shown in the chart above, hackers mainly use Malware to carry out their attacks, which is 

a set of malwares that includes software such as: trojan horses, worms, rootkits, 

ransomware and Potentially unwanted Programs (PuP). These software exploits potential 

security vulnerabilities and infiltrates systems, creating many serious problems as they 

operate behind the scenes. Two important points to note, from the statistics of technical 

attacks, are the large percentage of Account Hijacking amounting to 19.6% which are due to 

account violations due to COVID-19 as well as the percentage of hitherto unknown methods 

of attack that amounts to 7.4%. 

3.3 SDN Security 

Security is a major challenge for SDN networks. To date, the business and academic 

community have had limited discussion on this area. Therefore, in order for SDN technology 
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to become more widely accepted in its use, more focus is needed on the security part, and 

for this reason the ONF organization has formed a corresponding team to coordinate and 

study all the issues related to it. The most important security issue concerns the central 

control of the network, which can be exposed to attacks, given its value for the whole 

system, the integration of old-style protocols, connections between sectors, etc. In general, 

there are vulnerabilities on SDN platforms. For example, security questions have been raised 

about the mechanisms for identifying and authorizing auditors-applications, whether they 

have the ability to allow multiple organizations to access network resources while providing 

them with appropriate protection. 

As SDN philosophy is based on software, vulnerabilities in the code also have a significant 

impact on SDN security. In addition, SDN offers plenty of options for implementing security 

checks through the applications of an SDN controller. Such software solutions can allow 

more flexible security checks in dynamic and virtual network environments, thus providing a 

more practical means of controlling software security. 

3.3.1 SDN architecture security issues 

Each layer of SDN architecture has its own security issues which are: 

Application layer 

Network control using software is the basic policy of SDN. Most applications use network 

components and have access to all of its components. 

 Enclosed applications: An application with a chain execution could enter a state of 

endless loop or gain unauthorized access to another application. 

 Audit data manipulation: Applications if they have access to the auditor's resources 

could use them for malicious activities. 
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 Manipulation of controller-transmitter messages: Using control messages, 

connections to the transmitters could be terminated. It would also be possible to 

rewrite the flow rules. 

 Trust: Trust between the auditor and the applications are essential and are a field 

that has not been fully researched. 

 Third Party Applications: Developing third-party applications can lead to conflict 

control by the controller due to the non-normalization of the field. 

 Authentication, Access, Responsibility: These three fields are a major challenge in 

SDN networks due to third-party applications. Malicious applications can gain access 

to network resources by affecting the level of applications and control. 

 Resource depletion: Applications can target the depletion of controller resources 

such as memory and processor. 

Northbound interface 

Connecting the application field to the controller can have many effects on SDN 

architecture. That is why the northern interface can be the target of an attack. 

 Lack of normalization of interface: At the moment there is no normalization of the 

northern interface and its independent development by the auditors can put them 

at great risk of security from attacks. 

 Poor interface design: An incorrectly developed interface can be manipulated by 

applications to terminate an application that should work, putting it in a state of 

disrepair. This combined with the potential lack of authentication of applications 

puts the network at great risk. 
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Control layer 

What makes SDN stand out is its centrally controlled architecture that has many advantages. 

However, it is a unique point that, if exposed to an attack, puts the entire network at risk. 

 Packet-in message tampering attack: Authorized switches can send fake packet-in 

messages to harm the controller through the following attacks: 

 Targeted denial-of-service attacks: The attacker can put the controller in a state 

of inactivity through a packet-in flood. DoS attacks can be performed in many 

ways. This can also be done by overloading the transmitter by sending many 

packets that will lead to not finding flow rules. The transmitter will then send all 

the questions to the controller and there is a possibility that due to the memory 

of the transmitter it will reject the voluntary movement. 

 Poisoning of the auditor's face (spoofing): Through false ARP packages, the 

auditor's view of the network could be affected. The process by which the 

controller learns network devices is called host tracking service and is subject to 

spoofing attacks where false MAC, IP or VLAN tag addresses are declared. 

 Network topology poisoning: False LLDP (Link Layer Discovery Protocol) 0 

messages could create false topology for the network and block traffic. 

 Side attacks: The impact of packet-in messages could be used to retrieve 

valuable information. 

 Illegal access: Illegal access to the auditor is one of the biggest threats. If it manages 

to be manipulated, an entire network of attack bots could be set up to expand the 

attack. 
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 Illegal access to data: The data used by the auditor is quite valuable and needs 

security to avoid any configuration or interception. Any change to a variable can 

simply disconnect the switches from the controller. 

 
Figure 3.2 – LLDP Spoofing 

Southbound interface 

Separating the data plane from the control plane comes with many threats. The connection 

between the switches and the controller with secure TLS is optional for the new versions of 

OpenFlow. Also, TLS is not secure against TCP level attacks and is unreliable, so the following 

attacks can occur: 

 Man-in-the-middle attack: If the attacker manages to control the channel then he 

can reshape the messages exchanged to corrupt the network. 

 Eavesdropping: The attacker could either actively or passively steal valuable 

information by listening to the channel. 

 TCP level attack: The TLS channel does not support security against attacks on the 

TCP protocol and could fall victim to such an attack. 
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 Service Denial Attacks (DoS/DDoS): The southern interface can be targeted by DDoS 

attack by overloading the communication channel. 

Data plane 

The controllers rely on the correct operation of the switches and routers. Then the biggest 

threats in the data field develop. 

 False Flow Introduction: A major challenge is the possibility of identifying the 

controller as to whether the flow rules are authentic or not. An exposed transmitter 

could create false flow rules that would bring the data field inactive. 

 Flow register entry limit on switches: Switches have a higher limit on the number of 

rules that can be entered. This could be the target of an attack that would deplete 

the positions on the board, effectively negating the service (DoS). 

 Exposed hosts or switches: An exposed device can lead to a plethora of attacks. 

Except in the case of a traffic mission target boundary, the intruder may create 

dynamic attacks such as traffic retrieval, traffic hijacking, or service denial (DoS). 

Recover after an error: After an error on a link or switch, the controller receives new 

information about the status of the network from the switches and recalculates the route. 

This requires a secure connection to the controller. If the switches cannot communicate with 

it then network recovery is very difficult. 
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Figure 3.3 – Possible attacks on SDN 

 

3.3.2 SDN Threats 

In the above paragraph we have seen the security issues that occur in the architectural 

layers of SDN networks. We will now look at some of the major threats that may affect their 

operation. 

 Denial of Service. The attacker can push the controller a large volume of traffic, 

which will constantly and randomly change the characteristics of the flows. Thus, the 

auditor receives new and unknown traffic flows which he does not know how to 

handle. The result is network outages and denial of service. 

 Switch vulnerabilities. A malicious switch can flood the controller with malicious 

packets. The result will be a slowdown in network traffic or even the controller will 

not respond to new routing requests from other switches. 

 Man-in-the-middle Attacks. If the TLS protocol for communication between the 

controller and the switch is not used, the attacker may exploit the vulnerabilities of 

the control level and launch attacks from there. 
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 Authentication Issues. In an SDN network, multiple nodes have access to one 

controller, thus increasing the possibility of unauthorized access and unlawful 

configuration. 

 Open Interfaces. Since SDN supports open interfaces and known protocols to 

simplify networking, an attacker can take advantage of it and gain full control of the 

network. 

3.3.3 SDN security research 

Many research have been conducted on security in SDN networks in several security areas 

such as secure SDN design, satisfactory control, enforcement of security policy, increased 

security, security analysis or error tolerance. Here are some of them: 

 A project for monitoring and analyzing SDN network is AVANT-GUARD [62]. It makes 

two important additions to the SDN architecture. First, an expansion of the data 

field, the transfer of connections that drastically reduces communication between 

the data field and control during a DoS attack. Second, triggers for collecting 

statistics. While it works well in the TCP protocol, it does not touch UDP or 

application level. 

 FLOWGUARD [63] is a security structure that is responsible for detecting and dealing 

with political breaches in SDN protection walls. It works in real time. 

 An important contribution in the field of security enhancement is the NICE [64]. It is 

an OpenFlow-based security structure for detecting vulnerabilities installed on 

virtual machines. These applications could be used to attack virtual machines in the 

cloud. It works on the basis of detailed models, programmable virtual transmitters 

and an interface for detecting and dealing with threats. 



62 

 

 FRESCO [65] is a security structure for OpenFlow networks based on exporting 

scripts to interfaces. This helps security experts develop a network monitoring logic 

as programming libraries. It is made in modules and its operation is done through 

NOX. Security is controlled by FortNox [66]. FortNox imposes a kernel that helps as 

an active defense against threats. It is a machine that prevents the contrast between 

the safety rules. This is done by prioritizing rules and detecting contrasts. 

 Another effective effort is SnortFlow [67]. SnortFlow is a cloud computing system. It 

uses Snort and OpenFlow as a base. 

3.3.4. SDN security mechanisms 

Security mechanisms are intended to provide access to legitimate users, protect systems 

from attacks, and provide mitigation and countermeasures when attacks occur. Key control 

tasks can generally include detection, recording, protection, and countermeasures. 

 Firewalls 

The firewall is one of the most popular security mechanisms. They are responsible for 

monitoring network traffic and the rules of the firewall are those set to prevent or allow 

traffic based on IP addresses, ports, protocols and MAC addresses specified by users or 

network administrators. 

The most important impact that SDN has on firewalls is that the SDN controller itself makes 

decisions about flows, unlike traditional networks, where this was the main role of the 

firewall. In SDN technology, the controller acts as a protection wall. Auditors constantly 

evaluate or know current topology using a link detection unit, as they transmit packets to 

ordinary switches and based on their response, the controller can often predict the current 

network topology. Also, SDN controllers have the ability to dynamically add rules to 

switching flow tables. This connection (between the firewall and the switches) does not exist 
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in traditional networks. As a result, the rules of the firewall on traditional networks are static 

and unrelated to network traffic. It is therefore possible that some rules in traditional 

firewalls are outdated or inapplicable. On the other hand, the rules of the flow table in SDN 

are very dynamic and the outdated rules are eventually removed from the flow tables. 

In SDN, a module of protection wall can usually be added as a northbound (REST) API to the 

controller. The REST API is an additional standard interface for interacting with most SDN 

controllers. Allows applications that developed from user to communicate with the 

controller. The rules of the firewall are different from the rules of the flow chart, although 

they may seem similar. 

Much research has been done on how SDN-based firewalls can be implemented. 

Indicatively, FlowGuard, which we mentioned above, is an SDN-based monitoring framework 

for detecting possible conflicts between the rules and flows of the firewall. In addition, SDN-

based firewalls for P2P networks are recommended. The use of P2P networks can benefit 

from SDN, because P2P networks have very dynamic users who often register and leave. The 

flexibility of SDN technology over traditional networks and its ability to dynamically tailor 

user requirements are appropriate for most P2P use cases. 

 Hybrid firewalls 

Hybrid protection walls are protective walls that operate in SDN technology environment 

along with traditional network technologies. An example is the FlowAdapter [69] application 

for managing streams on OpenFlow heterogeneous switches. Flow tables in OpenFlow 

converters should be able to match the material of traditional networks. In addition, there 

are certain types of fields in flow tables that do not correspond to traditional switches. In 

fact, the OpenFlow protocol itself is evolving as older versions had 12 properties and now 

the new versions have 40. There is always the need to support compatibility with older 
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versions and at the same time the need to ensure that valuable information is not ignored 

because of this transformation. 

 IDS / IPS 

Intrusion Detection / Protection systems (IDS / IPS) stop or allow packets based on thorough 

packet research, data mining, template recognition, matching signatures with existing threat 

reserves, etc. Unlike traditional IDS, SDN IDS can use a huge amount of real-time information 

flow. SDN can change the way security mechanisms are distributed. For example, an IDS 

exists in a position in traditional networks (usually in network facilities). In SDN, IDS tasks can 

be distributed through network switches or factors, with the controller or one of its units 

being responsible for the process. 

One of the best-known IDS is called Snort. Snort's integration into SDN faces many 

challenges. The SDN controller typically receives samples and not full flows as is the case 

with Snort mode. One way to balance this situation is for the controller to take the first 

packet or the first few packets of a given flow. Once it receives these, the controller installs 

rules on the switches that will handle the rest of the packets in this flow. But because the 

Snort system recognizes each packet as flowing, it would not be useful to be placed inside 

the controller as it will significantly affect the performance and structure of the OpenFlow 

network. The solution to this problem would be to create a service in the controller to 

manage a set of machines that run Snort and install rules that redirect traffic to the 

machines that run Snort. 

Snort has its own limitations when it comes to the type of attacks it can detect. While it's a 

good open source IPS / IDS code (with a rule-based language that combines signature 

control, protocol, and specialty detection), Snort still relies on regular signature updates. It 

has no way of detecting higher-level exploits such as web exploits (eg malicious Java Scripts). 
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SDN and Snort also differ in how they are collected, retrofitted, and tracked. Traditional 

networks use network expansion ports to redirect traffic to monitoring or security 

applications. In SDN, data can be extracted from the controller via northbound APIs. Filters 

can also be applied, which will drive traffic based on specific criteria and the command 

controller will rewrite the traffic according to these criteria. 

 Monitoring and Control 

Monitoring and control are very important tools for many security checks. An important 

feature of SDNs is related to all the details that can be gathered in the flow and even in the 

level of the packages, which was difficult to achieve in traditional IP networks. 

3.4 DoS/DDoS attack on SDN 

Attacks of denial of service have become a real threat to the networks, the digital world and 

the network infrastructure. The reasons for such an attack can be economic, political or just 

a disturbance. They can paralyze the system and its services by overloading the servers, 

switches and connectors with malicious traffic. They bring a reduction in the quality of the 

service or a universal denial of it. The growing dependence on information technology 

infrastructure leads to the need to safely deal with these attacks. Attacks of denial of service 

are carried out by a computer and a network and are intended to consume the resources of 

the network so that they become inaccessible to the users of this network. 

There are many solutions for detecting service denial attacks and they are categorized 

according to the method. Also, each infrastructure network has a number of applications 

that have a different level of tolerance based on their purpose and scope e.g. organization, 

smart city. 

3.4.1 DDoS atack 

The purpose of a DDoS is to use various resources that are distributed across multiple areas 

against a single target and to disable its services based on packet flooding. Usually bot 
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networks are used for successful attacks that are scattered around the world. This is the 

main difference with DoS attacks. There are 3 categories of DDoS attack based on the 

method used: 

 Reflection-based flood attacks: 

a. Smurf Attack: In this attack a large number of ICMP packets with the IP address of 

the target computer as a source are retransmitted to the network using a broadcast 

IP. So, a huge number of malicious packages are causing congestion on the network. 

b. Fraggle attack: The fraggle attack is similar to smurf but uses UDP motion instead 

of ICMP. 

 Flood attacks based on protocol exploitation. 

a. Flood TCP SYN (SYN Flooding): In a TCP SYN attack the attacker sends the message 

that starts the three-way start in the TCP protocol with the SYN field completed. The 

victim responds with SYN ACK flags but the attacker does not respond to the 

completion of the tripartite transaction usually because the IP of the source of the 

first message is false. So the queues of the victim for the TCP protocol are filled and 

it is impossible to create new connections. 

b. UDP Fragmentation: In this case the attacker sends large packets of UDP, over 

1500 bytes each to consume more bandwidth with fewer packets. The victim's 

resources are being used to reunite the fake packages. 

 Reflection and amplification based: 

a. DNS-enhanced flooding: In such an attack, many malicious bots generate DNS 

questions with a fake IP source that creates a lot of traffic to the victim. 
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b. NTP Enhanced Flood: Similar to DNS Enhancement Attack but uses NTP (Network 

Time Protocol) servers instead of DNS. 

3.4.2 DDoS threats based on SDN architecture 

 DoS attack on the flow chart. OpenFlow rule design makes the converter vulnerable 

to service denial attacks (DoS). Since packets with an unknown destination address 

will cause a new rule to be entered in the switch, an intruder can create large 

amounts of packets for unknown network computers in a long time, thus quickly 

filling the limited storage capacity of the panel. . When the flow chart is saturated 

with illegal traffic, legal traffic will not be properly promoted, as there is no longer 

any capacity available to introduce new rules. 

 DoS attack on the buffer cache. As described above, the packages are stored in the 

temporary buffer memory waiting for the search results or the introduction of a new 

rule before they are forwarded. The buffer packages are marked for deletion based 

on the First In First Out (FIFO) process to free up storage space. As in the case of the 

flow chart, the storage capacity of the buffer memory is also limited. Attackers can 

flood large ports on the switch that belongs to a different flow than the one 

normally encountered by the switch. These large packages are then transferred to 

the buffer and this leads to saturation and malfunction. Once the legal packages are 

received, the buffer will not have enough space to store these packages and these 

new packages will have to be dropped. 

 DoS / Distributed DoS (DDoS) attacks the controller. DoS / DDoS attacks attempt to 

make the controller functions inaccessible to legitimize users by depleting computer 

or memory resources, as shown in below Figure. 
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Figure 3.4 – DoS/DDoS attack on SDN controller 

An intruder could generate huge flood traffic in a short period of time on a network 

with SDN capability using its own server or by controlling other distributed 32zombie 

servers. This circulation is mixed with normal and it is difficult to distinguish 

between the two types. According to OpenFlow, if a converter does not know how 

to handle a new packet, it will first store that packet in its buffer and then send a 

message to the controller asking for instructions. Therefore, in the event of a DoS 

attack, the controller will have to deal with a huge amount of such messages 

generated by flood traffic in a short period of time, which can lead to depletion of 

resources to process normal traffic. At the same time, the bandwidth between the 

controller and the switches can be completely occupied by the aggressive traffic and 

this significantly reduces the performance of the entire network. 

3.4.3 DDoS Detection in SDN 

SDNs have a lot of data that can help with DDoS attacks. These elements are the separation 

of data field with control field, the central controller, the ability to program the network, the 

analysis of network statistics and the possibility of dynamic renewal of flow rules. Detection 

is categorized according to the method below: 

 Entropy: Entropy is used to measure the randomness of a variable. Entropy 

techniques have been developed to measure a set of data. High entropy value gives 
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a distribution with equal probabilities while low indicates a concentration of values 

in the distribution. For this reason, similar techniques are used to detect 

malfunctions in IDS (Intrusion Detection Systems). Entropy can be measured in 

several fields such as flows, IP addresses, number of packets or ports. Due to the 

success of traditional networks, they have been successfully transferred to SDN. 

 Machine learning: Mechanical learning has been applied to several traditional IDS. 

Artificial neural networks, Bayes networks, Self-Organizing Map, fuzzy logic have 

been widely used. This type of technique differentiates flows and categorizes them 

as malicious or benign. 

 Traffic Pattern Analysis: This technique is used in the case that infected computers 

show similar behavioral patterns and are different from those of goodwill. 

 Connection Rate: The ratio of successful connections and their number are two 

possible types of measurement for this category. The ratio as the first case takes 

into account that the probability of successful connection of good-natured hosts is 

higher than that of malicious ones. It is used for the TCP protocol and counts the 

connections that the tripartite greeting does not complete. In the second case, it 

takes into account that malicious hosts will have much more connection effort than 

goodwill. It uses a time limit to detect them. 

 SNORT: Snort is a widespread IDS and open source intrusion protection system (IPS). 

Many security structures have been built with SNORT as a base. 
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4. Implementation of an Industry 4.0 – Ready Enterprise 

Network 

4.1 Introduction 

In Industry 4.0 the basic idea behind enterprise networks is digitalization and softwarization. 

In this context, cloudification and virtualization of the resources is critical since it enables 

resusability and efficient service management. Containers and virtual machines are the main 

enablers towards this direction. 

In industry, research has been conducted to test the capabilities of a software containers-

based system in the world of real-time industrial controllers (such as PLC and SCADA 

systems). The aim was to study the main challenges observed in conventional systems, 

namely the simulation of the old type and the development of flexible functions, proving 

that it is finally possible to introduce such a system in industry. In addition, it is considered 

that there is a benefit to using some technology for Containers such as Docker in a factory 

environment, supporting the development and control of control software on distributed 

computing hardware, as well as offering more flexibility to factories by providing rapid 

changes to control software strengthening the trend for mass customization in the industry. 

Software containers are an interesting alternative to virtual machines for better 

performance and implementation of systems in the "cloud" and beyond. Although many 

Virtual Private Server service providers had originally adopted software containers in the 

past, they eventually used virtual machines to achieve a consistency in performance. Needs 

for managing the consumption of resources, however, led to their reuse. The Linux 

operating system, with the use of the kernel where the operation of the containers is based, 

but also the zero cost was the basis for the expansion and reuse of the software containers. 

The transformation of a computer system into smaller independent virtual environments 
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(instances) so that the system administrator of a company-organization can create and 

manage them according to his needs, as well as the ability on a computer to run different 

instances from different operating systems have led in recent years to the gradual 

introduction of the use of virtualization technologies. The technologies are divided into 2 

categories, Container – based – Virtualization and Hypervisor – based – Virtualization with 

the former providing a lighter and more efficient virtual environment, as using the server 

kernel it executes multiple and different virtual environments, called software containers. 

The general architecture of software Containers compared to virtual machines is shown in 

the graph below. 

 
Figure 4.1 – Hypervisor & Container virtualization architecture 

In both technologies there is an intermediate level that manages the system resources 

required to run applications. In the case of hardware virtualization, this layer is called the 

hypervisor and its role is to share the resources (RAM, processor, Disk) that each virtual 

machine requires to operate the operating system installed on it. Each virtual machine is an 

independent system with a virtual hardware, and the necessary libraries for its operation. In 

the second case the layer is called a kernel and manages the needs of an application in 
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software (libraries) to run properly. More specifically, the term Container – based – 

Virtualization or Application Containerization defines the operating system-level 

virtualization method for the use and execution of distributed applications. Without using 

virtual machines, for each application but by running them on a central system using the 

kernel. The main difference between the above two categories is that in Container – based – 

Virtualization a container provides virtualization at the software level and not hardware, it is 

also a standalone environment with resources that can support the execution of applications 

without using a virtual machine installed on the existing system (hostmachine) which is the 

basic idea of the operation of hypervisor-based – virtualization technology. Containers can 

operate with the least amount of resources (software libraries, RAM, processor) to perform 

the process for which they are designed so that the technology of software containers 

allows 10 times application of virtual environments on a physical server against the 

hypervisor, without, however, offering solutions to security problems in recent years. 

The new demands of emerging technologies are the driving force behind the development 

of information technology. The Internet of Things is an ever-evolving industry that requires 

more efficient ways of managing data transmission and processing. Two of the approaches 

that can meet the requirements of an ever-increasing number of connected devices are 

Cloud computing and Fog computing. 

Cloud computing and IoT are prime examples of next-generation services and applications. 

Furthermore, Fog computing technology is expanding the Cloud to the edge of the network, 

giving flexibility to both the devices and the network itself. Its basic idea is to bring network 

resources such as memory and processing power close to the devices that produce the data. 

A complete Enterprise Cloud integrates all the data volume created within the company. 

However, the corresponding transformation of the IT infrastructure can take years, as it 
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affects many aspects of a company's organization, existing roles, processes, policies and 

services. The vast proliferation of mobile devices and content, the virtualization of servers, 

and the advent of cloud services are among the trends that are driving the networking 

industry to rethink traditional network architectures. 

SDN is very important for network organisation in Industry 4 because it enables separation 

of control from data flows. Hence it is inline with the other principles of softwarization and 

cloudification of the production. The controller orchestrates the network sessions between 

containerised services and end users or end devices. A firewall at the entrance of an 

enterprise network monitors the data traffic and enables rules enforcement at flow level. 

IDS/IPS enables the application of rules concerning protection of the infrastructure from 

malicious intruders and orchestrates the cybersecurity protection of the overall ecosystem 

from attackers. 

When a few years ago, everyone started talking about SDN, they thought it was one thing: 

separating network control from handling data packets moving through it. Traditional 

networks had already begun to adopt this philosophy, with the addition of controllers within 

switches and the use of various data center infrastructure technologies. SDNs took 

advantage of this idea and went even further by eliminating the need for the controller and 

package manager to be inside the device itself or even from the same manufacturer. 

SDN, then, is one level above the hardware - but not dependent on it, that is, from the 

manufacturer - offering advanced management and monitoring capabilities through a 

unique cloud console. With SDNs, cloud computing takes on a real dimension, giving the 

administrator unlimited management and intervention capabilities where needed, without 

having to deal with issues such as how switches and various other network devices are 

connected within the network. With an SDN, the deploy of settings, devices, policies, etc., is 
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done quickly without the need for the physical presence of the administrator. This on the 

one hand means ease of management and on the other hand a reduction of resources on 

the part of the company. 

The key issues facing SDNs are security, scalability and flexibility. The result is a modern 

infrastructure that can offer new applications and services in minutes, instead of days or 

even weeks required in the past. In addition, this approach enables partners offering 

management services to tailor support contracts to the needs of their clients. With a SDN, 

the outsourcing of network administration becomes a reality. 

In our work we have implemented all the above functionality over a virtualised 

infrastructure so we prove the viability of such an enterprise network organization. In 

particular we have used four vm over one pc. The vm 1 includes our firewall/router pfSense, 

the vm 2 includes Mininet which helps us to make our SDN topology, the vm 3 includes the 

SDN Controller and the vm 4 includes a Xubuntu Desktop operation system which run the 

graphic interfaces of Controller and services like sFlow-RT and Wireshark. 

 
Figure 4.3 - Implementation 
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As well as with those mentioned in the previous chapters in which we have analyzed the 

most important parts that make up SDN networks, but also the most important issue that 

concerns them and will continue to concern them which is none other than security that also 

mentioned to paper [73], we decided to conduct an experimental implementation on the 

security of SDN networks. To this end, in this chapter we will try to analyze the general 

structure of the experimental part of this dissertation, as well as the individual tools we used 

to implement it. 

So for this purpose we used our fixed sublink which was connected to the internet and also 

through the VirtualBox tool through which we create virtual machines we implemented a 

Firewall as well as the infrastructure of the SDN network. 

First of all, we will introduce our Firewall which will handle all the incoming and outgoing 

traffic between our SDN infrastructure and real network. Then we will introduce our SDN 

infrastructure with the major part of this is controller which is responsible for network 

managing that we build through Mininet. Mininet is not a real part of our SDN infrastructure 

but is a network emulation tool that will facilitate the emulation of Software-Defined 

Network topologies, so it plays a very important role in the SDN infrastructure. After the 

above also we will talk for other tools that we used for Detect and Prevent Cyber-attacks 

such software tool Snort which help us via DPI technology to implement our IDS/IPS system. 

4.2 Software tools for the implementation of a modern enterprise 

network 

4.2.1 Firewall 

In computer science, the term firewall is used to denote a device or program that is 

configured to allow or reject data packets that pass from one computer network to another. 

The main function of a firewall is to configure data traffic between two computer networks. 

Usually these two networks are the Internet and the local / corporate network. 
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The purpose of installing a firewall is to prevent attacks on the local network and deal with 

them. 

pfSense 

pfSense [53][48] is an open source customized firewall/router computer software 

distribution based on FreeBSD. We can install it on a physical computer or a virtual machine 

to make a dedicated firewall/router for our network. It can entirely managed through a web-

based interface. In addition to the robust, flexible firewall and routing platform, it includes a 

long list of features and a packet system that allows for further scalability without adding 

irritating and potential security vulnerabilities to the core distribution. 

4.2.2 SDN infrastructure 

4.2.2.1 Controller 

SDN controllers are the network brains in SDN. They are essentially controlling the network 

by managing the flow control on "southbound" switches / routers via southbound APIs and 

on applications and business logic "northbound" via northbound APIs in order to develop 

new improved networks. Due to the large development of SDN in recent years, auditors 

have been making joint applications, such as OpenFlow. 

OpenDaylight 

OpenDaylight (ODL) [45] is an open source controller based in Java which was developed 

and driven by the Linux Foundation. OpenDaylight was designed with a modular framework 

that allows developers versatility to add any applications via the northbound API. ODL and 

other standard Internet Engineering Task Force (IETF) protocols support OpenFlow, as well 

as southbound communication. Additionally, vendors may add their own protocols to ODL as 

new elements for interaction between the north and southbound. Given this, ODL should 

only be running the OpenFlow protocol at the east and westbound connection. 
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LF Networking (LFN) [46], which promotes collaboration and operational excellence through 

networking initiatives, today announced OpenDaylight (ODL), the most omnipresent open 

source SDN device. 

The first networking project of the Linux Foundation and now part of LFN, OpenDaylight was 

created in 2013 with the release Hydrogen 0 as an open source platform to speed up 

adoption, foster innovation and establish a more open and transparent approach to SDN. 

Today with 10th release Neon, ODL has become the most omnipresent open source SDN 

controller that helps power over 1B global subscribers to the network 0. In our thesis we will 

focus on sixth release “Carbon” as it was the most stable at our testbed. 

 
Figure 4.4 - OpenDaylight Carbon 

Ryu Controller 

The word Ryu in Japanese (竜) refers to a dragon and a school of thought and means "flow" 

[49]. With a dragon in its logo, Ryu 0 is commonly referred to as an open source software-

based segment, defined by a network framework (SDN). As already mentioned, SDN 

Controller is the brain of this type of networking, which communicates a wealth of 

information to the switches and routers of the network's main network, via Southbound 
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APIs, and to applications and business logic in the network's overhead section, via 

Northbound APIs. Ryu is supported by NTT (Nipon Telegraph & Telephon Co) 0 and is 

implemented in Data Centers of this company. 

Ryu provides software elements, with well-defined application programming interfaces, that 

make it easy to create new web applications, control and management by network 

developers. This software-based approach helps Ryu personalize to meet specific needs, 

enabling developers too easily and quickly modify existing software or implement their own 

to ensure that the underlying network is able to respond to changes in demand from 

applications. 

Ryu is written entirely in the high-end, general-purpose Python programming language, and 

all codes are available and open to anyone from the licensed Apache 2.0 version. It supports 

multiple protocols for device management such as NETCONF (Network Configuration 

Protocol) and OF-config (OpenFlow Management and Configuration Protocol), while the 

latter is noted to be one of the first and most widely used communication standards in 

networks. It even supports Nicira extensions 0. 

Like any SDN network controller, Ryu can create and send OpenFlow messages, listen to 

asynchronous events such as the flow of a stream, analyze and manage incoming packets. 

The following Figure shows the architecture of the frame of a standard Ryu controller. 
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Figure 4.5 - Ryu Architecture 

 

The main elements of Ryu's architecture are: 

 Ryu Libraries 

 OpenFlow Protocol and Controller 

 Managers and Core-Processes 

 RYU Northbound 

 RYU Applications 

4.2.2.2 Mininet 

Mininet is a program which simulates network or, even, a network orchestration system. 

With this tool we can manage end-to-end servers, switches (OpenvSwitch (OvS)) 0, routers, 

and links on a single Linux kernel. With the usage of a lightweight virtualization transform a 

simple system into a full network, running the same kernel, system and user code. It is 

designed to create SDN networks easily, using an OpenFlow controller, several switches 

OpenFlow connected on an Ethernet network and multiple hosts connected to them. It also 

has features to support different types of switches and controllers, and Python API to create 

more complex scenarios. A host at Mininet acts like a real machine, we can ssh in it and 
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execute random programs. If we execute these programs, they will send packets over a real 

Ethernet network, with the speed and delay of a given connection. The packets process what 

appears to be real Ethernet switch or router, with a certain degree of anticipation when two 

programs, such as a server and an iperf client, communicate via the Mininet, the measured 

output shall be the same as for the two manual machines. 

The real thing is Mininet virtual hosts, switches, connections, and controllers, they are 

generated utilizing software instead of hardware alone and their behavior is identical to 

discrete hardware components for the most part. A Mininet network that look like a 

hardware network or a hardware network that look like a Mininet network and executes the 

same binary code and applications on either platform can generally be built. Moreover, 

Mininet networks running real code of Linux. Thanks to this feature, the code developed 

Mininet (for a controller, a switch or host) it is easily reproducible in a real environment by 

making minimal changes. Therefore, a design that works correctly in Mininet can be used 

almost directly to deploy, test and evaluate the performance of a real SDN network. In short, 

Mininet is an instant virtual network. It creates a realistic virtual network, running real 

kernel, switch and application code, on a single machine (VM, cloud or native), in seconds, 

with a single command. 

Its website [42] offers a great deal of information, from how to install using four different 

options to an extensive tutorial to familiarize our self with the Mininet environment in a 

simple way. 

Why use Mininet [44] 

 It takes only a few seconds to quickly start a simple network. 

 We can build customized topologies. 
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 We can run real programs, everything running on Linux is available for us to run. 

 We can customize packet forwarding: using the OpenFlow protocol, the Mininet 

switches are programmable.  

 We may operate Mininet on our desktop computer, a VM, a native Linux box 

(Mininet is included with Ubuntu), or in the cloud (Amazon EC2 for example). 

 We can distribute and repeat results. Once we have packed it up, anyone with a 

computer can run our code. 

 It's easy to use, we can create and run on Mininet examples by creating Python 

scripts. 

 Such as Mininet is open source, we can change the source code on 

https://github.com/mininet. 

 If Mininet fails, or doesn't function for other reasons, we can address to the Mininet 

consumer and developer community via mininet-discuss and they will try to explain, 

repair, or support us to fix it. We can send also patches If we find bugs. 

The other thing we must remember for network-limited tests is that we will possibly need to 

use slower connections. We must ensure that we will be carefully restricting the CPU 

bandwidth of our Mininet hosts. If we're mainly concerned with functional correctness, we 

can execute Mininet with no special restrictions on bandwidth, this is the fast and easy way 

to execute Mininet and it also delivers the highest output under load, at the cost of timing 

accuracy. 

4.2.3 sFlow-RT 

sFlow-RT [54] is an extensively used tool that offers real-time monitoring ability into 

Software Defined Networks. It sits in the control plane of the SDN stack. It changes the 

https://github.com/mininet
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datagram received into summary statistics or actionable metrics on the flows as specified by 

the user. SFlow-RT collects a continuous stream of telemetry from standard sFlow agents 

embedded into network devices, hosts, and applications and transforms them to active 

metrics accessible via the REST API. 

 
Figure 4.6 - sFlow-RT 

Measurements can be easily integrated into a wide range of Internet and Cloud tools, 

Orchestration, DevOps and Software Defined Networking (SDN). 

4.2.4 Wireshark 

Wireshark [55] is a free and open source network protocol analyzer. It is used for network 

analysis, network monitoring, network troubleshooting, communications protocol 

development, education and training. The original name of the program was Ethereal, and in 

May 2006 it was changed to Wireshark for trademark reasons. 

It is available for all major operating systems. 

4.2.5 Snort 

Snort [56] is a “lightweight” Network Intrusion Detection System (NIDS), as well as a packet 

analysis tool based on the libpcap library. The creator of Snort is Martin Roesch [57], who 

started developing the code in C programming language, and today a large number of 

people are involved in this process, with the aim of adding new functions to Snort and 
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improving its capabilities. An important role in this is that Snort is Open Source software, 

available under the GNU General Public License (GPL) that makes free use and development 

of its code by anyone. The term "lightweight" has two meanings. One has to do with its 

application in relatively small networks, while the other has to do with its small size and ease 

of application and use. 

Although Snort is known as a NIDS, in fact it is not the only one. Snort is characterized by 

four modes of operation, which are usually executed in combination with each other. The 

modes in which Snort is executed are defined by setting user parameters when running the 

program. Snort's four operating modes are: 

 Sniffer: Read packets and display them on the console. 

 Packet Logger: Save the packets it reads in future test files. 

 NIDS: Monitoring the network and analyzing traffic based on user-defined rules and 

performing specific actions when a specific action is detected. 

 NIPS (Network Intrusion Prevention System): Similar to NIDS with the ability to 

reject packets. 

Snort is an example of signature-based NIDS software as a detection technique. Therefore, 

Snort determines each dangerous package by comparing the package with rules that have 

been defined by the administrator. Each Snort rule has two parts, the header and the option 

as we can see in Figure 4.6. 
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Figure 4.7 – Snort Rule Format 
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5. Attempting cyberattacks over a production-based enterprise SDN 

network 

In this chapter we will implement an attack scenario in our SDN infrastructure and 

specifically we will pretend that an invader managed to break into our internal network by 

setting aside our Protection Wall. After he managed to break into our internal network, he 

managed to hack into the computer of one of our employees, where he is trying to attack an 

HTTP server. 

To simulate the above scenario in VirtualBox we create these four VM’s: pfSense, Mininet 

and sFlow-RT, OpenDaylight controller, and Xubuntu Desktop to run the graphic interfaces 

of ODL, sFlow-RT and Wireshark. 

 
Figure 5.1 – Topology 
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The first VM that we use for this implementation was pfSense, a firewall/router as we can 

see in Figure 5.1 and we use it to control WAN and LAN traffic. 

 

Figure 5.2 – pfSense 

The second VM was Mininet that was used to create our topology and also in this VM we run 

sFlow-RT a tool for real-time monitoring. 

 

Figure 5.3 – Mininet 
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Figure 5.4 – sFlow-RT 

In the third VM we install our controller OpenDayLight. 

 

Figure 5.5 – OpenDayLight 

And at our last fourth VM we install Xubuntu Desktop to monitor ODL, sFlow-RT and 

Wireshark. 
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Figure 5.6 – OpenDayLight GUI 

 
Figure 5.7 – sFlow-RT GUI 

5.1 DDoS attack 

The type of attack was done from one compromised host (h1), and the attacker (h2) does 

not have access to controller, so attacker (h2) must execute DDoS attack in the network by 

targeting h2 with an HTTP server on it. The intruder launches this kind of attack to overload 
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the host 2 with the TCP packets over the switch connected to the controller, thereby 

consuming the entire controller bandwidth until the network does not respond, thereby 

affecting the entire network. 

We used sFlow-RT to display the packets that we send via ODL, and it shows us whether any 

DDoS attack happens in the OpenFlow. 

Attack was executed using hping3, which is a free packet generator and analyzer for the 

TCP/IP protocol. This tool has a wide variety of configurations to perform network 

exploration, traceroute, send pings and flood attacks at different levels. In summary, it offers 

a wide range of possibilities to configure packets and send them to different sites, with 

certain cadences. In addition, we can also specify the source IP address, using our IP, 

another IP or a random one. 

Implementation 

First of all, we run pfSense VM to have our WAN and LAN networks with the host OS which 

was Xubuntu.  

Secondary we start Mininet VM and run Mininet and sFlow-RT. This VM we use it only to run 

these two apps, because everything that was related with these two apps, we took it 

remotely with SSH from Xubuntu Desktop VM. 

Thirdly we start OpenDayLight VM and run ODL and fourthly we start Xubuntu Desktop VM 

that was to monitor everything. 

After the above, our next step was to remotely running Mininet (ssh -X 

mininet@192.168.56.30) from Xubuntu Desktop and with command: sudo mn --

controller=remote,ip=192.168.56.70,port=6633 --topo= single,3  we create through Mininet 

our network topology with one controller (c0), one switch (s1), and 3 hosts (h1, h2, h3). 
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Figure 5.8 – Create Network at Mininet 

 
After we run the above command to Mininet we can see our topology at ODL. 

 
Figure 5.9 – Topology on ODL 

Next we run again Mininet remotely from ODL vm and run the command: sudo ovs-vsctl -- --

id=@sflow create sflow agent=eth0 target=\"192.168.56.30:6343\" sampling=10 

polling=20 -- -- set bridge s1 sflow=@sflow. With this command we add sFlow-RT to our 

network devices and configures sFlow agent on each of the switches and collects samples of 

packet flows to be sent for analysis (if S = 10 and I = 20, it means, at every interval of 20 

seconds, one out of 10 packets transiting the network will be forwarded to the collector for 
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sampling). In our experiment, we have one switch, therefore, it will be repeated one time, 

for s1. If we had more switches, so many times it will be repeat it. 

On Xubuntu Desktop we run also remotely Mininet and open with xterm h1 & h2. On h2 we 

create a virtual HTTP python Server with the command: python -m SimpleHTTPServer 80& 

 

Also, we made an attack to h2 from h1 with the command: hping3 -c 50000 -d 512 -S -w 64 -

-flood --rand-source 10.0.0.2 (Flooding h2 with SYN TCP packets). 

 

With these parameters we are indicating the following: 

1. hping3 = Generator and analyzer of TCP / IP packets 

2. -c = Define how many packets we send to target (50000 in our case) 

3. -d = Define the size of a packet that we sent to target (512 in our case) 

4. -S = Define the type of packet (SYN packets in our case) 

5. -w = win (It se the TCP window size. Default is 64) 

6. --flood = We send packets as fast as possible without show replies 

7. --rand-source = We send packets with random source IP address. We can 

also use -a or –spoof to hide hostnames 

8. 10.0.0.2 = IP of our host 2 

Our Results: 
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In Figure 5.10 we can see the behavior of our controller after attack. 

 
Figure 5.10 

At Figure 5.11 we can see the end of the attack. 

 

Figure 5.11 

As we can see from the above diagrams, the controller resists DDoS attack even though we 

ran it for a long time and did not crash, which indicates that ODL is highly resistant to these 

attacks, but if we send more packages that we done, it will collapse as shown in Figure 5.12. 
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Figure 5.12 

Also, in the below figures we can see the received and transmitted packets in our network 

and also the reachability to hosts after the execution of command hping3. 

 
Figure 5.13 – We send 50000 packets  

 

 
Figure 5.14 – Reachability after hping3 
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Figure 5.15 – We send 500000 packets 

5.2 Analysis 

As we saw ODL controller has avoided the DDoS for long time and still has not gone down, 

which indicates that ODL is highly resistant to this kind of attacks, but after we send more 

packets it went down because the virtual machine doesn't allow high-rate packets to crash. 

So, we can say that controller plane has bigger bandwidth relative to other controllers, and 

this is the reason that ODL resists more and has a logically distributed architecture that 

minimizes the effect of DDoS attack by not collecting all packets directly. To protect the SDN 

network, ODL controller requires a security communication channel between switch and 

controller.  

ODL controller was chosen to run OpenFlow protocol to be tested by conducting a DDoS 

attack. The controller showed good behavior towards the DDoS attack after the start of the 

attack, since the idle timeout provided to the controller was small which allowed it to resist 

the attack. ODL had a wider bandwidth which helped him have better attack resistance. 

Ideal idle timeout and flow aggregation mechanisms have been found to making the SDN 

network more robust to DDoS attack. Since ODL is now the most common controller in SDN 

networks, its security measures need to be strengthened so that it can deal with DDOS 

attacks in order not to crash. 
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By design, ODL controller has a high bandwidth which is why it has been more resistant to 

the DDoS attacks. In addition, to detect and mitigate DDoS attacks, we must secure more the 

southbound API. 
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6. Proposed methodology for detection and response of cyberattacks 

over a production-based enterprise SDN network 

After the above simulation with the DoS/DDoS attack that happened on our SDN 

infrastructure, we implemented the same scenario but this time we created an IDS/IPS 

mechanism where through it the intruder is detected and isolated in order to avoid such 

attacks on our infrastructure now but also in the near future. 

For this purpose in VirtualBox we create the above VM’s:  

 PfSense VM as a firewall/router for WAN and LAN traffic control, so it help us to 

avoid any possible external factors in our infrastructure.  

 Xubuntu Desktop VM for creating the topology through Mininet, run the controller 

which is Ryu and run the Intrusion Detection and Prevention System (IDS/IPS) that is 

Snort. 

Snort used as IDS/IPS and is installed in the application plane while Ryu as the controller is in 

the control plane. Each packet on the network will first pass Ryu, which will then be checked 

by Snort based on matching with the rules contained in the Snort configuration. If the packet 

is considered secure, Ryu will be forwarded to the destination immediately, but if the packet 

is indicated to be hazardous, then Snort will send an alert and set the length of time that 

blocks the host from which the packet originated with an initial period. Unless the host 

keeps attacking in less time we put, then the blocking time will be decided by the frequency 

and type of attack. 
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Figure 6.1 – pfSense 

First of all, we run Ryu as Firewall with the rest_firewall app as shown below. By default the 

traffic to and from all Hosts will be blocked by Ryu due to Firewall app. 

 

 

 

 

 
 

 
 
 

Figure 6.2 – Ryu controller run as firewall 

Via Mininet with the command: sudo mn --custom ~/mininet/custom/thesistopology.py --

topo mytopo --controller remote --switch ovsk,protocols=OpenFlow13 we create our 

network with one controller (c0), one switch (s1), and 4 hosts (h1, h2, h3 and h4).  
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Figure 6.3 – Create Network at Mininet 
 

 
Figure 6.4 – Our topology 

After running Ryu and Mininet, the next step is to add a flow entry to Ryu to instruct the 

OpenFlow switch about what to do with incoming packets so that each device can 

communicate. First we activate the firewall on each switch with the command: curl -X PUT 

http://localhost:8080/firewall/module/enable/[idswitch] and then we add flow entries for 

all devices and in two directions with the command: curl -X POST -d '{"nw_src": "[ 

nw_src]","nw_dst": "[nw_dst]"}' http://localhost:8080/firewall/rules/[idswitch] as we can 

see in Figure 5.16. 

Also with the following command, we integrate Snort so that it starts on s1-eth1 port. 

sudo snort -i s1-eth1 -c /etc/snort/snort.conf -l /var/log/snort 
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So with the above we have Ryu running like Firewall and in our s1-eth1 interface of our 

topology we running Snort where in the configuration file “snort.conf” we have set the Rules 

(Snort Database) that we want and also the file that we have created to record the time off 

attacks, the IP source, the IP destination, the protocol and the message that it receives from 

the Rules after each unwanted intrusion into our network. 

Our next step is to execute the control file that will see the last line of our log file, and test 

the time difference from the last attack and the prior attack by a host. 

6.1 DDoS attack 

First we made a DoS attack from one of our hosts that have an IP address 10.0.0.2 to a host 

with an IP address 10.0.0.1 which can be everything like DNS server. This attack technique 

used to send a SYN flooding packet to the target host. To carry out this attack, the command 

we used is: hping3 -c 100 -d 120 -S -w 64 -p 53 --flood 10.0.0.1 

 

 

 

 

With these parameters we are indicating the following: 

1. hping3 = Generator and analyzer of TCP / IP packets 

2. -c = Define how many packets we send to target (100 in our case) 

3. -d = Define the size of a packet that we sent to target (120 in our case) 

4. -S = Define the type of packet (SYN packets in our case) 

5. -w = win (It se the TCP window size. Default is 64) 

6. -p = destination port 

7. --flood = We send packets as fast as possible without show replies 

8. 10.0.0.1 = IP of our host (It can be anything like Server) 
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The rules that we used so that Snort can recognize DoS attack: 

alert tcp any any -> any any (sid: 2; msg: "TCP SYN packet flooding (simple or distributed) 

attempt"; threshold: type both, track by_dst, count 10000, seconds 60; flow:stateless; 

flags:S,12; rev:1;) 

Rule Header analysis: 

alert – Rule action. Snort will generate an alert when the set condition is met. 

tcp – Protocol we use. 

any – Source IP. Snort will look at all sources. 

any – Source port. Snort will look at all ports. 

-> – Direction. From source to destination. 

any – Destination IP. Snort will look at all sources. 

any – Destination port. Snort will look at all ports on the protected network. 

Rule Options analysis: 

sid – Snort rule ID (In our case is a rule with the Snort Rule ID 2) 

msg – Snort will include this message with the alert. 

threshold – Type both: alerts once per time interval after seeing m occurrences of the 

event, then ignores any additional events during the time interval. Track by_dst: Rate is 

tracked by destination IP address. This means count is maintained for each unique 

destination IP addresses. Ports or anything else are not tracked. Count 1000: Number of rule 

matching in s seconds that will cause event_filter limit to be exceeded (s = 1000). Seconds 

60: Time period over which count is accrued (60 in our case). 
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flow – Stateless option is used to apply the rule without considering the state of a TCP 

session.  

flags – Finding a SYN (S) packet regardless of the values of the reserved bits 1 and 2.  

rev – Revision number. This option allows for easier rule maintenance. In our case is a rule 

with the Snort Rule Revision of 1. 

Our Results: 

In Figure 6.5 we can see that our IDS mechanism detect DoS attack. 

 
Figure 6.5 – Detection of DoS attack 

And in Figure 6.6 we can see that also our IPS mechanism blocking the attack. 

 
Figure 6.6 – Blocking DoS attack 

And this is the message that was record in our csv file. 

 

Host with IP 10.0.0.2 which is the attacker (h2) as shown below has been blocked. 
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6.2 Nmap attack 

During this attack, Snort rules are checked on all hosts connected to the same subnet as the 

attacker (h2) for host discovery operation with a form of ping scan. The command we used 

to handle this is: nmap -v -n -sP  --send-ip 10.0.0.0/8 

 

 

 

 

 

 

With these parameters we are indicating the following: 

1. nmap = Network Mapper 

2. -v = Giving more detailed information about the remote machine 

3. -n = Disable reverse DNS resolution 

4. -sP = Find out live hosts in a Network, Discover IP’s in a subnet 

5. --send-ip = Send packets using raw IP sockets 

6. 10.0.0.0/8 = our network 

By using Nmap, the attacker can scan all hosts that are currently connected. Information 

about the list of hosts that contains the ports and services that are being used for each host 

is quite sensitive because it allows users to take dangerous actions on the network. 

An attacker host (h2) scanning the 10.0.0.0/8 network which is the subnet that we use in our 

topology. From this experiment, the attacker (h2) can find out information about the 

network. At the same time, Snort will release dangerous information that has been done by 

the attacker and keep it in the log. The rules that we used so that Snort can recognize 

packages that contain a host discovery experiment is: 
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alert icmp any any -> any any (sid:1; msg:"Host discovery (nmap ping scan) attempt"; 

dsize:0; itype:8; reference:arachnids,162; classtype:attempted-recon; rev:1;) 

Rule Header analysis: 

alert – Rule action. Snort will generate an alert when the set condition is met. 

icmp – Protocol we use. 

any – Source IP. Snort will look at all sources. 

any – Source port. Snort will look at all ports. 

-> – Direction. From source to destination. 

any – Destination IP. Snort will look at all sources. 

any – Destination port. Snort will look at all ports on the protected network. 

Rule Options analysis: 

sid – Snort rule ID (In our case is a rule with the Snort Rule ID 1). 

msg – Snort will include this message with the alert. 

dsize – Is used to test the packet payload size. In our case is 0. 

itype – Is used to check for a specific ICMP type value. In our case is 8. 

reference – Allow rules to include references to external attack identification systems. The 

plugin currently supports several specific systems as well as unique URLs. This plugin is to be 

used by output plugins to provide a link to additional information about the alert produced. 

classtype - Is used to categorize a rule as detecting an attack that is part of a more general 

type of attack class. Snort provides a default set of attack classes that are used by the 
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default set of rules it provides. Defining classifications for rules provides a way to better 

organize the event data Snort produces. Attempted-recon = Attempted Information Leak. 

rev – Revision number. This option allows for easier rule maintenance. In our case is a rule 

with the Snort Rule Revision of 1. 

Our Results: 

In Figure 6.7 and 6.8 we can see the Detection of nmap. 

 
Figure 6.7 – Detection of nmap on 10.0.0.4 

 

 
Figure 6.8 – Detection of nmap on 10.0.0.3 

 

And in Figure 6.9 and 6.10 we can see the Blocking of this attack. 

 
Figure 6.9 – Blocking attack on 10.0.0.4 

 

 
Figure 6.10 – Blocking attack on 10.0.0.3 

 

And these are the messages that were record in our file. 
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Host with IP 10.0.0.2 which is the attacker (h2) as shown below has been blocked. 

 

 

 

 

 

 

 

 

 

 

6.3 Analysis 

Snort is used as IDS/IPS and is installed at the application level while Ryu as the controller is 

at the control level. Every move on the network is first passed by Ryu, which is then 

controlled by Snort based on matching with our predefined database (snortdata.rules). If 

declared safe, then Ryu is immediately forwarded to the destination, but if it is declared 

dangerous, then Snort sends a warning and sets a timeout of minutes that we set. If the 

attack continues for less than the minutes we set, the time of exclusion is determined by the 

attack frequency and type. 

The SDN network, which has been fitted with adaptive IDS / IPS, has the ability to detect 

cyber attacks from the results of our studies, and can also block attacker hosts with a length 

that is in line with the frequency and form of attacks that have been carried out. The final 

results gained make the SDN network more secure. 
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7. Conclusions and Future Extensions 

In this thesis we analyzed the technologies of Software Defined Networks, Network Function 

Virtualization and Deep Packet Inspection and saw how they can coexist.  

With the help of Virtual Machines, we implemented a small-scale production infrastructure 

using various operating systems and implemented an attack scenario on it and saw what our 

infrastructure was reacting to and what to do to avoid such attacks in the future. 

The main purpose of this work was to analyze and implement some of the available tools for 

SDN architecture so as to present a safer way to use these networks. 

As we know, various different security mechanisms can be used to ensure the integrity of 

SDN networks, which can be selected according to the desired configuration options. 

A low-cost scenario has been designed and implemented to integrate an IDS / IPS into an 

SDN controller such as Ryu to detect and prevent attacks. RYU controller is programmed in 

the python language and security can be applied to the controller code itself. As a result, 

programming in a language that allows multiple options can bring significant benefits, and in 

addition, applying the controller and security in the same module involves concentration. 

After several tests, we came to the conclusion that Ryu controller has a perfect partnership 

with Snort tool, which, if properly configured, gives us a strong and inexpensive solution for 

an attack detection and control system. 

Compared to other ways of detecting and preventing attacks, we came to the conclusion 

that other ways of detect and prevent attacks are much more costly with the use of various 

tools such as Raspberry and Zodiac [58], another way is to use a SQL database [59] but this 

can create problems with long delays on the network with the conclusion that the system is 
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crashing, and another way of detecting and preventing attacks is to tease the ports of our 

network [60] but that will it results in more exposure. 

We are not saying that our choice for IDS/IPS is the best, but by having a system with limited 

capabilities we have come to the conclusion that the combination of tools we used to 

experimentally implement this position leaves us with an optimism based on the results that 

we took. 

In the context of further development of this thesis, improvements can be made to the 

types of network attacks that can be addressed based on the above system. 

In addition, instead of Snort, we can use other commercially available programs that can 

also detect and combat network attacks that have not yet been tested on SND networks. 

As future research, one can use commercially available programs that do not detect 

malicious information with rules such as the Snort IDS / IPS program, but recognize it 

through contemplative data by comparing information that represents the image of the 

network before the attack and information representing the image of the same network 

after an attack. Thus, through this thoughtful analysis, these programs can recognize the 

information that threatens a network and in this case the network they are protecting. 

Finally, another future extension is that when we detect and combat a threat, then 

intelligent network control platforms can exchange messages with each other to know an 

attack and also update user information that has tried to infect the network with malicious 

information and take automatic measures to exclude the malicious user, so that they do not 

manage to infect smart networks in the future and prevent the threat of networks before it 

even starts. 
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